## Ex. 1

Find the compact code over $\{0,1\}$ for a source that emits words $w_{1}, \ldots w_{6}$ with

$$
P\left(w_{1}\right)=\frac{1}{3}, P\left(w_{2}\right)=\frac{1}{4}, P\left(w_{3}\right)=\frac{1}{6}, P\left(w_{4}\right)=P\left(w_{5}\right)=P\left(w_{6}\right)=\frac{1}{12}
$$

and compare its average length with the upper and lower bounds given by the noiseless coding theorem.

Ex. 2 (easy)
A message consisting of $N$ binary digits is transmitted through a binary symmetric channel having error probability $p$. Show that the expected number of errors is $N p$.

## Ex. 3

A code consists of 4 codewords $c_{1}=1000, c_{2}=0110, c_{3}=0001, c_{4}=1111$. Assume that the probabilities that these words occur are

$$
P\left(c_{1}\right)=P\left(c_{2}\right)=\frac{1}{3}, P\left(c_{3}\right)=P\left(c_{4}\right)=\frac{1}{6}
$$

You use a binary symmetric channel with error probability $p=\frac{1}{10}$. You receive 1001. How should you decode (using the maximum likelihood method)? What is the error probability?

Ex. 4
Calculate the capacity of the binary erasure channel with error probability $\varepsilon$.
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