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ON THE SPECTRUM OF LAMPLIGHTER GROUPS AND
PERCOLATION CLUSTERS

FRANZ LEHNER, MARKUS NEUHAUSER AND WOLFGANG WOESS

Abstract. Let G be a finitely generated group and X its Cayley graph with respect to
a finite, symmetric generating set S. Furthermore, let H be a finite group and H ≀G the
lamplighter group (wreath product) over G with group of “lamps” H. We show that the
spectral measure (Plancherel measure) of any symmetric “switch–walk–switch” random
walk on H ≀G coincides with the expected spectral measure (integrated density of states)
of the random walk with absorbing boundary on the cluster of the group identity for
Bernoulli site percolation on X with parameter p = 1/|H|. The return probabilities of
the lamplighter random walk coincide with the expected (annealed) return probabilites
on the percolation cluster. In particular, if the clusters of percolation with parameter p

are almost surely finite then the spectrum of the lamplighter group is pure point. This
generalizes results of Grigorchuk and Żuk, resp. Dicks and Schick regarding the case
when G is infinite cyclic.

Analogous results relate bond percolation with another lamplighter random walk. In
general, the integrated density of states of site (or bond) percolation with arbitrary
parameter p is always related with the Plancherel measure of a convolution operator by
a signed measure on H ≀ G , where H = Z or another suitable group.

1. Introduction

A. Lamplighter random walks. Let G be a finitely generated group and H a finite
group with unit elements e and o, respectively. The wreath product or lamplighter group

H ≀ G is the semidirect product L ⋊ G, where L =
⊕

G
H is the group of configurations

η : G → H with finite support supp(η) = {x ∈ G : η(x) 6= o} . The group operation in L

is pointwise multiplication in H , and its unit element ι is given by ι(x) = o for all x ∈ G.
The left action of G on L is Lgη(x) = η(g−1x) , so that the group operation in H ≀ G is

(η, g)(η′, g′) = (η · Lgη′, gg′) .
We can embed G and H into H ≀ G via the mappings

g 7→ (ι, g) and h 7→ (ηhe , e) , where for g ∈ G , h ∈ H , ηhg (x) =

{
h , if x = g ,

o , otherwise.

Now let µ be a symmetric probability measure on G whose support S is finite and generates

G. The random walk on G with law µ is the Markov chain with transition probabilities
p(x, y) = µ(x−1y), x, y ∈ G. The Cayley graph X(G, S) of G with respect to S has

vertex set G and the unoriented edges [x, xs], where x ∈ G and s ∈ S. The steps of our
random walk follow the edges of this graph, and the most natural case is the one where

µ is equidistributed on S, in which case it generates the simple random walk on X.
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Also, we let ν be equidistribution on H. Via the above embedding, we consider µ and

ν as probability measures on H ≀ G, and build the convolution

(1.1) µ̃ = ν ∗ µ ∗ ν .
This is a symmetric probability measure whose support

supp(µ̃) = {(ηhe · ηh
′

s , s) : h, h′ ∈ H, s ∈ S }
generates the lamplighter group. (If µ is equidistributed on S and e /∈ S then µ̃ is also

equidistributed on its support.) It gives rise to the switch-walk-switch lamplighter walk:

there are lamps at the vertices of X(G, S) whose possible states are encoded by the group
H, and o is the state “off” of a lamp. Initially, all lamps are off. A lamplighter performs

simple random walk on X(G, S), starting at e. At each step, (s)he first puts the lamp at
the current position to a random state, then makes a move in X(G, S), and finally puts

the lamp at the new position to a random state. Each current configuration of the lamps
plus the current position of the lamplighter is a pair (η, g) ∈ H ≀ G . This process is the

random walk with law µ̃ on H ≀ G .
In this note, one of the objects that we are interested in is the spectrum of the transition

operator of the lamplighter random walk, that is, the right convolution operator Reµ ,
acting on functions F ∈ ℓ2(H ≀ G) by F 7→ F ∗ µ̃. It is self-adjoint. (If, more generally, µ̃

was not symmetric, we would have to convolve by the reflection of µ̃.) More precisely, we
are interested in the Plancherel measure, also called Kesten–von Neumann–Serre spectral

measure by some authors. This is the on–diagonal element of the resolution of the identity
of our convolution operator, or equivalently, the probability measure m on spec(Rµ) ⊂
[−1 , 1] whose moments

(1.2)

∫

[−1 , 1]

tn dm(t) = µ̃(n)(ι, e) , n ≥ 0 ,

are the probabilities that the lamplighter is back to the starting point at step n with all

lamps switched off. Here, µ̃(n) denotes the n-th convolution power of µ̃.
We remark that due to the choice of ν, that spectrum depends only on the cardinality

and not on the specific group structure of H .
In the case when the base group G is infinite cyclic, Grigorchuk and Żuk [8] (for

|H| = 2) and Dicks and Schick [6] (for arbitrary finite H) have computed this spec-
trum and the Plancherel measure explicitly for simple random walk; a more elementary

explicit computation that applies to a larger class of graphs was done by Bartholdi
and Woess [4]. To be precise, those computations apply to a slightly different variant

of the lamplighter walk, but carry over immediately to the “switch–walk–switch” model.

In those results, it turns out that the spectrum is pure point; a complete orthonormal
system of finitely supported eigenfunctions of the operator can be computed explicitly.

Pure point spectra are quite familiar in the context of fractal structures, see e.g.
Teplyaev [24], Krön [14] and Sabot [20] for rigorous results. For random walks on

groups, the above was the first example of such a phenomenon. One reason can be found
in the fact that H≀Z has an inherent structure of self-similarity, compare with Bartholdi,

Grigorchuk and Nekrashevych [2]. Later, further classes of groups and convolution
operators on them with pure point spectrum were found by Bartholdi, Neuhauser
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and Woess [3]. The origin of this paper was the question at which level of generality

a pure point spectrum occurs for typical lamplighter random walks on general wreath
products H ≀ G.

B. Percolation clusters. Consider our Cayley graph X(G, S) and let 0 < p < 1. In
Bernoulli site percolation with parameter p, we have i.i.d. Bernoulli random variables Yx ,

x ∈ G , sitting at the vertices of X, with

Prp[Yx = 1] = p and Prp[Yx = 0] = 1 − p .

(The index p refers to the parameter.) We can realize those random variables on a suitable

probability space (Ω,A,Prp). In the percolation process, for every ω ∈ Ω, we keep all
vertices where Yx(ω) = 1 (the open ones) and delete (close) the other ones. The set

of open vertices falls apart into connected components, which are random subgraphs of
X. If x is open, then its component C(x) = Cω(x) consists of all open vertices that are

connected to x by a path in the graph X all whose vertices are open. If x is closed then

we set Cω(x) = ∅. It is well known that there is a critical parameter pc such that for any
vertex x,

Prp[C(x) is finite] = 1 , if p < pc , and Prp[C(x) is finite] < 1 , if p > pc .

This property is independent of the specific vertex x. One usually writes

θ(p) = Prp[C(x) is infinite] ,

so that θ(p) = 0 for p < pc and θ(p) > 0 for p < pc . The behaviour at p = pc is more
delicate. One always has pc > 0. The standard monograph about percolation on the

integer lattices is the one of Grimmet [9]. A systematic study of percolation on general
Cayley graphs, as well as vertex-transitive graphs, was initiated in the 1990ies, see e.g.

Benjamini, Lyons, Peres and Schramm [5]. A quite complete account is given in

the forthcoming book by Lyons with Peres [15].
Now we consider the restriction of simple random walk on X to the random graph

Cω = Cω(e) , when e is open.
In general, for any finite or infinite, connected subgraph A of X that contains e, we

define the transition probabilities

(1.3) pA(x, y) =

{
p(x, y) = µ(x−1y) , if both x, y ∈ A ,

0 , otherwise.

The transition matrix PA is strictly substochastic at the points of A which have a neigh-

bour in the complement. That is, there is a positive probability that the random walk is

absorbed (dies) at such a point. The n-step transition probability p
(n)
A (x, y) can be inter-

preted as the probability that the simple random walk on X moves from x to y in n steps

before leaving A. With this interpretation, it also makes sense to set p
(0)
A (e, e) = 1 in the

degenerate case when A = ∅ . Now PA acts on functions f ∈ ℓ2(C), as well as f ∈ ℓ2(G),
in the usual way by PAf(x) =

∑
y pA(x, y)f(y). We also admit A = ∅, whith P∅f = 0.

For any A, the operator PA is self-adjoint, and we can again consider the diagonal element
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at e of its spectral resolution. This is the probability measure nA on spec(PA) ⊂ [−1 , 1]

whose moments are

(1.4)

∫

[−1 , 1]

tn dnA(t) = p
(n)
A (e, e) , n ≥ 0 .

We are interested in random transition operator Pω = PCω , the associated random spectral

measure nω = nCω and its moments p
(n)
ω (e, e) = p

(n)
Cω

(e, e).

C. Main results. There is a surprisingly simple relation between the lamplighter ran-
dom walk and the random walk with absorbing boundary on the percolation cluster. The

following statements refer to the setup described above.

(1.5) Theorem. Consider site percolation on X(G, S) with parameter p = 1/|H|. The

Plancherel measure m of the lamplighter random walk on H ≀G with law µ̃ given by (1.1)
and the spectral measures nω of the random walk with absorbing boundary given by (1.3)

on the cluster of e are related by

(1.6) m(B) = Ep
(
nω(B)

)
for every Borel set B ⊂ R .

Equivalently, the return probabilities of the respective random walks satisfy

(1.7) µ̃(n)(ι, e) = Ep

(
p(n)
ω (e, e)

)
for all n ≥ 0 .

Here, Ep refers of course to expectation on (Ω,A,Prp).
In the mathematical physics literature, the measure on the right hand side of (1.6)

is sometimes called the integrated density of states, see e.g. Kirsch and Müller [13]
and Veselić [25]. In the terminology of random walk in random environment, the ex-

pected return probabilities on the right hand side of (1.7) are often called annealed return
probabilities.

We remark that the simple identity (1.7) holds for an arbitrary probability measure µ
on G in the place of one that is finitely supported and symmetric.

(1.8) Definition. Let C be the collection of all finite connected subgraphs of X(G, S)
that contain e , plus the empty set.

Regarding the spectrum, we have the following.

(1.9) Theorem. The point spectrum spec(Reµ) of the right convolution operator on the
space ℓ2(H ≀ G) by the measure µ̃ of (1.1) comprises the set

Λ =
⋃{

spec(PA) : A ∈ C , A 6= ∅
}
∪ {0} .

For each eigenvalue λ ∈ Λ, the eigenspace contains infinitely many linearly independent
eigenfunctions with finite support.

(1.10) Theorem. If p = 1/|H| is such that site percolation on X(G, S) satisfies θ(p) = 0,

that is,

Prp[C(e) is finite] =
∑

A∈C
Prp[C(e) = A] = 1 ,
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then spec(Reµ) is pure point; it is the closure of Λ. There is a complete orthonormal system

in ℓ2(H ≀G) consisting of finitely supported eigenfunctions associated with the eigenvalues
in Λ.

The results of [8] and [6] arise as a special case. Indeed, in those papers, the base graph

X is the two–way infinite line, for which the critical percolation parameter is pc = 1, so
that the spectrum is pure point for any (finite) size of the group “of lamps” H. We shall

also see why in general it is hard to obtain an explicit formula for the Plancherel measure

as in [8] and [6]. Namely, the eigenfunctions of Rµ on H ≀ G arise from eigenfunctions
of each of the PA , A ∈ C, on G. The latter are easily computed in the case of G = Z,

since the elements of C consist of finite intervals of integers, where all computations are
explicit (compare with [4]). But for a general Cayley graph X(G, S), it appears literally

impossible to compute explicitly all eigenvalues and eigenfunctions of PA associated with
all possible finite, connected subgraphs A.

Stated as above, Theorem 1.10 can be deduced directly from Theorem 1.5, except for
the fact that there is a complete orthonormal system of finitely supported eigenfunctions.

Below, we shall see why this is true. We shall also explain how the operator Reµ can
be diagonalized via the eigenfunctions of PA , A ∈ C , in the case when the percolation

clusters are a.s. finite.

(1.11) Corollary. If G = Z2 and the support S of the symmetric measure µ is such that

X(Z2, S) is the square lattice or the triangular lattice, then the associated switch-walk-
switch random walk on H ≀ G has pure point spectrum for any finite group H.

Proof. For site percolation on the square lattice, pc > 1/2. Indeed, for bond percolation,

the critical probability is 1/2 by a famous result of Kesten, and pc[site] > pc[bond].

For site percolation on the triangular lattice, pc = 1/2. It is also known that critical
site percolation satisfies θ(1/2) = 0.

All those results can be found in [9] and [15]. �

(1.12) Corollary. If G and S are such that the Cayley graphX(G, S) is the homogeneous
tree with degree d + 1, then the switch-walk-switch random walk associated with any

symmetric probability measure µ supported by S has pure point spectrum whenever the
group of “lamps” satisfies |H| ≥ d.

Proof. For site percolation on the tree with degree d+ 1, pc = 1/d and θ(1/d) = 0. This
is an easy consequence of interpreting percolation in terms of a Galton-Watson process.

See e.g. [15]. �

Let us now compare the spectra of Reµ and Rµ with each other. First we remark that

since L is amenable and G = L ⋊ G/L, it follows from an old result of Kesten [11, Cor.

2] that the spectral radii of Reµ and Rµ coincide; see also Żuk [27] and Woess [26]. More
can be said if the spectrum is connected.
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(1.13) Corollary. If the spectrum of the random walk on G with law µ is an interval

then it coincides with the spectrum of the lamplighter random walk on H ≀G with law µ̃.
The set Λ is dense in both spectra.

Proof. The spectrum of an arbitrary selfadjoint operator R on a Hilbert space H is con-

tained in its numerical range

w(R) = {〈Rf, f〉 : f ∈ H, ‖f‖ = 1}
Moreover, if the spectrum is connected, then by the min-max principle it coincides with

the numerical range. Since Reµ = RνRµRν is the compression of Rµ by the projection Rν ,
it is clear that w(Reµ) ⊆ w(Rµ), and thus spec(Reµ) ⊆ spec(Rµ).

It is now easy to understand that the closure of Λ must be specRµ. Indeed, let A(n) ∈ C
be an increasing sequence whose union is G. Then the PA(n) , viewed as self-adjoint
operators on ℓ2(G), converge pointwise to Rµ . This implies weak convergence of the

respective resolutions of the identity, see e.g. Dunford and Schwarz [7, §X.7]. In
particular, their diagonal elements at (e, e), which are probability measures on subsets of

Λ, converge weakly to the Plancherel measure of Rµ . On the other hand, Λ is contained
in spec(Reµ) and dense in spec(Rµ), therefore the spectra must coincide. �

A sufficient condition for the spectrum of Rµ to be connected is the absence of nontrivial
projections from the reduced C∗-algebra of G. Indeed, if I is a connected component of the

spectrum, the associated spectral projection can be expressed by the analytic functional
calculus, see [7, Ch. VII]

PI =
1

2πi

∮

γ

(z −Rµ)
−1dz

where γ is a curve in the complement of specRµ which encloses I and such that the other
parts of the spectrum are not inside γ. If the spectrum is not connected, then such a

spectral projection is nontrivial.
The Kadison-Kaplansky conjecture asserts that the C∗-algebras of torsion-free groups

are projectionless. This has been verified for free groups by Pimsner and Voiculescu
[17], and more generally for Gromov hyperbolic groups by Puschnigg [18].

This paper is organized as follows: in Section 2, we prove the three theorems. We first

exhibit the simple (and in principle known) argument that the moments of the Plancherel

measure of Reµ and the integrated density of states coincide (§2.A). Then (§2.B) we show
how one can find projections of ℓ2(H≀G) which are sums of Reµ-invariant subspaces, each of

which is spanned by finitely supported eigenfunctions. This is based upon the methods of
[6] and leads to the proofs of theorems 1.9 and 1.10 (§2.C). We then proceed by explaining

how the convolution operator can be diagonalized when the percolation clusters are a.s.
finite. This is quite easy when G is torsion free (§2.D), and requires more work in the

torsion case (§2.E).
In Section 3, we explain how analogous results relate bond percolation with a lamp-

lighter random walk where the lamps are placed on the edges.
In the final Section 4, we address an open question and some possible extensions. In

particular, we explain briefly how the (annealed, i.e., expected) spectrum of absorbing
random walk on the cluster associated with an arbitrary percolation parameter p ∈ (0 , 1)



ON THE SPECTRUM OF LAMPLIGHTER GROUPS AND PERCOLATION CLUSTERS 7

coincides with the spectrum of a deterministic convolution operator (by a signed measure)

on the wreath product H ≀G, where H = Z or another suitable group. This is again based
on the ideas of [6].

In concluding the introduction, we point out that the methods and results of this note
can be nicely formulated in the more abstract language of group C∗- and von Neumann

algebras. Since one of our intentions is to clarify the connection between two different
circles of ideas, we have decided to present most of the material in the more basic setup

of convolution and random walks on groups.
We would like to thank A. Bendikov for several stimulating discussions. Many compu-

tations were done in the FriCAS computer algebra system (a fork of the Axiom project,
see [1]), and we thank the members of the Axiom mailing list for their help.

2. Proofs of the three theorems and diagonalization of the convolution

operator

With ν we associate the signed measure ν = δo − ν on H. We define

νg = δg ∗ ν ∗ δg−1 and νg = δg ∗ ν ∗ δg−1 .

These symmetric measures live in H ≀G , and should again be understood in terms of the
embeddings of H and G into the wreath product. It is straightforward that

(2.1) νg ∗ νg = νg , νg ∗ νg = 0 , and νg ∗ νg′ = νg′ ∗ νg for all g, g′ ∈ G .

For a finite set A = {x1, . . . , xr} ⊂ G let

(2.2) νA = νx1
∗ . . . ∗ νxr and νA = νx1

∗ . . . ∗ νxr .

Notice that νA 6= δ(ι,e) − νA. By the above relations, the convolution products of (2.2) do

not depend on the order (or even multiplicity) in which the elements of A appear. A short
computation shows that νA is equidistributed on the set {(η, e) : supp(η) ⊂ A}, which has

H|A| elements.

A. Proof of Theorem 1.5. Since both the Plancherel measure and the integrated den-
sity of states are compactly supported, they are characterized by their moments. Thus,

we only have to prove (1.7). For this purpose alone, neither symmetry nor finite support
of µ are needed.

We can realize the random walk on G with law µ on a suitable probability space, and
denote the corresponding probability and expectation by Pr and E, respectively, without

adding a p to the index.
We write Zn for the position at time n of the random walk starting at e. There is a well

known and easy to prove formula for the return probabilities of the switch-walk-switch
random walk in terms of the random walk on G, see e.g. Pittet and Saloff-Coste [16,

(2.7) and (3.1)]. We recall the proof briefly. If g1, . . . , gn ∈ G then recursively,

ν ∗ δg1 ∗ ν ∗ δg2 ∗ ν ∗ . . . ∗ δgn ∗ ν = νe ∗ νx1
∗ νx2

∗ . . . ∗ νxn ∗ δxn = νA ∗ δxn ,

where xk = g1 · · · gk and A = {e, x1, . . . , xn} .
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Therefore, with the same notation, and using that µ(gk) = p(xk−1, xk),

µ̃(n) = ν ∗ (µ ∗ ν)(n)

=
∑

g1,...,gn∈G

(
µ(g1)µ(g2) · · ·µ(gn)

)
ν ∗ δg1 ∗ ν ∗ δg2 ∗ ν ∗ . . . ∗ δgn ∗ ν

=
∑

x1,...,xn∈G

(
p(e, x1)p(x1, x2) · · · p(xn−1, xn)

)
νA ∗ δxn .

We get

µ̃(n)(ι, e) =
∑

x1,...,xn−1∈G

p(e, x1)p(x1, x2) · · ·p(xn−1, e) p|{e,x1,...,xn−1}|

= E
(
p|{Z0,Z1,...,Zn}| · δe(Zn)

)
.

On the other hand, regarding the random walk on the cluster Cω(e), we have that

pω(x0, x1) · · ·pω(xn−1, xn) = p(x0, x1) · · ·p(xn−1, xn) if and only if all the vertices x0, . . . , xn
are open, which occurs with Prp-probability p|{x0,x1,...,xn}|. If not all of them are open then

pω(x0, x1) · · ·pω(xn−1, xn) = 0 . Therefore,

Ep

(
pω(x0, x1) · · · pω(xn−1, xn)

)
= p(x0, x1) · · ·p(xn−1, xn) p|{x0,x1,...,xn}| .

We conclude that

Ep

(
p(n)
ω (e, e)

)
= Ep

( ∑

x1,...,xn−1∈G

pω(e, x1)pω(x1, x2) · · · pω(xn−1, e)

)

coincides with µ̃(n)(ι, e). �

We remark that the above proof just diplays the quite obvious fact that absorbing
random walk on Cω is equivalent with the Rosenstock trap model: each point of G is a

“trap” with probability (1 − p), independently of all other points. The random walk on
G survives only before reaching a trap. In that model, one asks (e.g.) for the probability

that the random walk is back at the starting point e in n steps without being trapped.

This is just
Ep

(
p(n)
ω (e, e)

)
= E

(
p|{Z0,Z1,...,Zn}| · δe(Zn)

)
.

See the book by Hughes [10] for many details on the Rosenstock model, and Rev-
elle [19] for its relation with lamplighter random walks. In other words, the proof of

Theorem 1.5 has already been implicit in the literature, but apparently without revealing

its relevance and implications within the context addressed in the present note.

B. Projections and invariant subspaces. Let A ⊂ G be finite. The (outer) vertex

boundary dA of A in the Cayley graph X(G, S) is the set of all y ∈ G \ A which have a
neigbhour in A. When A = ∅, we define dA = {e}. We introduce the signed measures

(2.3) νA,dA = νA ∗ νdA .
We write QA for the right convolution operator by νA,dA. It is a projection of ℓ2(H ≀G)

in that νA,dA ∗ νA,dA = νA,dA by (2.1). We write

QAℓ
2 = {F ∗ νA,dA : F ∈ ℓ2(H ≀ G)} .

for its image.
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(2.4) Proposition. (a) The projections QA , A ∈ C, are mutually orthogonal.

(b) We have

ℓ2(H ≀ G) =
⊕

A∈C
QAℓ

2 (closed direct sum), or equivalently, δ(ι,e) =
∑

A∈C
νA,dA

if and only if θ(p) = 0 for site percolation on X(G, S) with parameter p = 1/|H| .

Proof. (a) If A,B ∈ C and A 6= B then both A and B are connected and have e as
common vertex. Any path from e to a vertex in say A \B must cross dB. It follows that

at least one of A∩ dB and dA∩B is non-empty, Let x be an element of one of those sets.

Then, using (2.1), we see that νA,dA ∗ νB,dB contains the convolution factor νx ∗ νx = 0.
Therefore QBQA = 0.

(b) It follows from the general theory of von Neumann traces (see e.g. Takesaki [23]),
here specifically in the context of group algebras, that the statement is equivalent with

(2.5)
∑

A∈C
νA,dA(ι, e) = 1 .

As a matter of fact, it does not require full understanding of von Neumann traces to see

why (2.5) suffices for the proof. Let φ =
∑

A∈C νA,dA(ι, e) and ψ = δ(ι,e) − φ. Then φ
and ψ are orthogonal projections, and in particular, they are both positive definite. This

implies in particular that the real, symmetric matrix
(
ψ(ι,e) ψ(η,g)
ψ(η,g) ψ(ι,e)

)
is positive definite for

each (η, g) ∈ H ≀ G , that is ψ(ι, e)2 ≥ ψ(η, g)2 . Thus ψ ≡ 0 if and only if φ(ι, e) = 1 .
We come back to the verification of (2.5): since

νA,dA(ι, e) = p|A|(1 − p)|dA| = Prp[C(e) = A] ,

the proposition follows. �

(2.6) Lemma. Let A ∈ C be non-empty. Then for f : G → R with supp(f) ⊂ A,

νA,dA ∗ f ∗ µ̃ = νA,dA ∗ PAf .
Thus, the linear span {

νA,dA ∗ f : f ∈ R
G , supp(f) ⊂ A

}

is mapped into itself under right convolution with µ̃.

Proof. For x ∈ A and s ∈ S

νA,dA ∗ δx ∗ ν ∗ δs ∗ ν = νA ∗ νdA ∗ νx ∗ νxs ∗ δxs =

{
νA ∗ νdA ∗ δxs , if xs ∈ A ,

0 , if xs ∈ dA .

Therefore, for x ∈ A,

νA,dA ∗ δx ∗ µ̃ =
∑

s∈S
µ(s) · νA,dA ∗ δx ∗ ν ∗ δs ∗ ν

= νA,dA ∗
( ∑

s∈S:xs∈A
µ(s) · δxs

)
= νA,dA ∗ (PAδx) .

(We have used symmetry of µ in the last step.) The result now follows simply by writing
f =

∑
x f(x) · δx. �
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We see that for non-empty A ∈ C, the space

Q̃Aℓ2 =
{
QA(F ) ∗ f : F ∈ ℓ2(H ≀ G) , f ∈ R

G , supp(f) ⊂ A
}

is mapped into itself by the right convolution operator Reµ.
In the specific case when A = ∅ then dA = {e} by definition, and νA,dA = νe. We have

νe ∗ µ̃ = 0 , so that Q∅ℓ2 is mapped to {0} by the right convolution operator Reµ.
Now, again for non-empty A, let {fA,x : x ∈ A} be an orthonormal system of right

eigenfunctions of the symmetric matrix PA with associated eigenvalues λA,x ∈ R. We
write

(2.7) σA,x = νA,dA ∗ fA,x , and SA,x(F ) = F ∗ σA,x ,
F ∈ ℓ2(H ≀ G), for the associated right convolution operator. Then by Lemma 2.6

(2.8) σA,x ∗ µ̃ = λA,x · σA,x .
C. Proof of theorems 1.9 and 1.10. Let A ∈ L be non-empty. Then Q̃Aℓ

2 is the sum
of its finitely many subspaces

SA,xℓ
2 =

{
QA(F ) ∗ fA,x︸ ︷︷ ︸
SA,x(F )

: F ∈ ℓ2(H ≀ G)
}
, x ∈ A .

By (2.8), SA,xℓ
2 is an eigenspace of Reµ with eigenvalue λA,x. It is generated by all func-

tions SA,x(F ), where supp(F ) is finite. Since SA,x is a convolution operator by a finitely
supported signed measure, all those functions are finitely supported, and SA,xℓ

2 is infinite-

dimensional.
Furthermore, we have the eigenspace Q∅ℓ

2 with eigenvalue 0. It is infinite-dimensional

and generated by finitely supported functions by the same reason as above. For conven-
cience, we write Q̃∅ℓ

2 = Q∅ℓ
2 .

This proves Theorem 1.9.

Next, suppose that θ(p) = 0 for site percolation with parameter p = 1/|H| . Note that
for arbitrary y ∈ A we have νA,dA ∗ δy = δy ∗ νB,dB , where B = y−1A is again in C . This

identity implies that

QAℓ
2 ∗ δy = {F ∗ δy : F ∈ QAℓ

2} = Qy−1Aℓ2 .

Since every δy, y ∈ A, can be written as a linear combination of the functions fA,x , x ∈ A,

we see that Q̃A is also the sum of its subspaces Qy−1Aℓ2 , y ∈ A. As A ∈ C and (if A 6= ∅)
the y ∈ A vary, the union of the latter spaces is dense in ℓ2(H ≀ G). We conclude that

the same is true for the union of the spaces Q̃A . By the above, the latter are generated

by finitely supported eigenfunctions of the convolution operator Reµ . This concludes the
proof of Theorem 1.10. �

D. Diagonalization of the convolution operator in the torsion-free case. We
next want to describe a diagonalization of the operator Reµ associated with the switch-

walk-switch random walk.

Recall the operator SA,x of (2.7), where A ∈ C is non-empty and x ∈ A. Since the

measure νA,dA is symmetric, the adjoint S∗
A,x is the right convolution operator by f̌A,x ∗

νA,dA , where f̌(g) = f(g−1) for f ∈ RG .
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(2.9) Proposition. Let A ∈ C be non-empty and such that g−1
1 A 6= g−1

2 A for all distinct

g1, g2 ∈ A. Then for x, y ∈ A

S∗
A,x SA,y =

{
QA , if x = y

0 , otherwise.

Proof. Let g1, g2 ∈ A. Set B = g−1
1 A and C = g−1

2 A. We use (2.1) and Proposition 2.4(a)
to compute

νA,dA ∗ δg1 ∗ δg−1

2

∗ νA,dA = δg1 ∗ νB,dB ∗ νC,dC ∗ δg−1

2

=

{
δg1 ∗ νB,dB ∗ δg−1

2

, if B = C

0 , otherwise.

Now B = C means that g−1
1 A = g−1

2 A, which by assumption implies g1 = g2. But then
δg1 ∗ νB,dB ∗ δg−1

1

= νA,dA . Therefore the measure that induces the right convolution

operator S∗
A,x SA,y is

νA,dA ∗ fA,y ∗ f̌A,x ∗ νA,dA =
∑

g1,g2∈A
fA,y(g1)fA,x(g2) · νA,dA ∗ δg1 ∗ δg−1

2

∗ νA,dA

=
∑

g∈A
fA,x(g)fA,y(g) · νA,dA =

{
νA,dA , if x = y

0 , otherwise

by orthonormality. �

Now note that g−1
1 A = g−1

2 A for distinct g1, g2 ∈ A implies that g1g
−1
2 stabilizes the

finite set A and must be a torsion element of G.

We now suppose for the rest of this sub-section that G is torsion-free. Then the con-
clusion of Proposition 2.9 is always valid. In particular,

SA,x S
∗
A,x SA,x = SA,xQA = SA,x .

That is, SAx is a partial isometry, and

TA,x = SA,x S
∗
A,x , TA,x(F ) = F ∗ f̌A,x ∗ νA,dA ∗ fA,x︸ ︷︷ ︸

σA,x

for F ∈ ℓ2(H ≀ G) ,

is the orthogonal projection of ℓ2(H ≀G) onto the (closed) subspace SA,xℓ
2 . We subsume.

(2.10) Theorem. Let G be torsion-free. Then all the operators TA,x , where A varies

in C \ {∅} and x varies in A, together with Q∅ are mutually orthogonal projections of
ℓ2(H ≀ G) onto eigenspaces of the convolution operator Reµ .

All those eigenspaces are infinite-dimensional and spanned by finitely supported func-
tions. Regarding the associated eigenvalues, we have

Reµ TA,x = λA,x · TA,x and ReµQ∅ = 0 .

If θ(p) = 0 for bond percolation on X(G, S) with parameter p = 1/|H| then the
(closed) direct sum of those eigenspaces is the whole of ℓ2(H ≀ G), providing a complete

diagonalization of the operator Reµ .
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E. Diagonalization in the torsion case. If G has torsion elements then the proof of

Proposition 2.9 does not work anymore, and we need a more refined method for diagonal-
izing Reµ . We reformulate the diagonalization procedure for the torsion-free case in terms

of partial isometries. Recall that we consider right convolution operators

Rf g(x) = g ∗ f̌(x) =
∑

y

g(xy)f(y)

where f : G → C and f̌ is the reflection f̌(x) = f(x−1). With this convention we

have RfRg = Rf∗g ; in other words, R is the right regular representation. For group
elements x we will abbreviate Rx = Rδx , which is the right convolution with δx−1 . Right

convolution with the idempotent measure ν leads to a projection E = Rν , and the
translated projections Eg = Rνg satisfy the fundamental commutation relation Eg =

Rg E Rg−1 . Thus the projections QA = RνA,dA
can be written as

QA =
∏

x∈A
Ex

∏

y∈dA
(I −Ey)

and the relation RxQARx−1 = QxA holds. Then the essence of Lemma 2.6 can be re-

captured algebraically as follows: For A ∈ C the space spanned by the partial isometries
{Rx−1QA : x ∈ A} is invariant under Reµ, namely for x ∈ A

ReµRx−1QA =
∑

y∈A
p(x, y)Ry−1QA .

In other words, if v = (va)a∈A is a vector and Wv =
∑

a∈A vaRa−1QA, then

(2.11) ReµWv = WPAv .

Diagonalizing PA , which is symmetric, yields a unitary matrix U = (ux,y)x,y∈A such that

U−1PAU = diag(λx)x∈A, i.e., the columns of U are eigenfunctions of PA and the ranges of

the operators

SA,x =
∑

y

uy,xRy−1 QA

are eigenspaces of Reµ. In the torsion-free case the stabilizer GA = {x ∈ G : xA = A} is
trivial and each SA,x is a partial isometry whose range projection SA,x S

∗
A,x is a spectral

projection of Reµ. If G is not torsion free then GA can be nontrivial and and SA,x need not
be a partial isometry anymore. In this case finite Fourier analysis is needed.

We recall a few facts from finite noncommutative harmonic analysis; for details see e.g.
Serre [22]. Let Γ be a finite group. Every finite dimensional unitary representation

ρ : Γ → GL(Vρ) can be decomposed into a direct sum

Vρ =
⊕

π∈bΓ

mπVπ

where Γ̂ denotes the set of irreducible unitary representations of Γ and mπ denotes the
multiplicity of π : Γ → GL(Vπ). In particular, the left regular representation decomposes

as
λ =

⊕

π∈bΓ

dππ
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where dπ = dim Vπ denotes the dimension of the irreducible representation π. For the

group ring CΓ = spanλ(Γ), this means that there is a decomposition into a direct sum of
matrix algebras

CΓ ≃
⊕

π∈bΓ

dπ span π(Γ)

where by irreducibility each span π(Γ) is isomorphic to the full matrix algebra Mdπ(C).

This isomorphism is implemented by the finite Fourier transform, namely for a function
f : Γ → C we denote for π ∈ Γ̂ the Fourier transform

f̂(π) =
∑

x∈Γ

f(x) π(x) ∈Mdπ(C)

and the inverse Fourier transform is given by the identity

f(x) =
1

|Γ|
∑

π∈bΓ

dπ Tr
(
π(x)∗f̂(π)

)
.

Writing out the latter formula, if we denote by πij(x) the matrix entries of π(x), we have

f(x) =
1

|Γ|
∑

π∈bΓ

dπ∑

i,j=1

dπ πij(x) f̂(π)ij .

In particular, if we equip CG with the standard scalar product 〈f, g〉 =
∑

x∈Γ f(x)g(x) ,
then the matrix coefficients

(2.12) {eπ,i,j =
√

dπ

|Γ| πij : π ∈ Γ̂, 1 ≤ i, j ≤ dπ}
form an orthonormal basis and the Fourier transform implements the unitary change from
the canonical basis {δx : x ∈ CΓ} to the Fourier basis. The following proposition collects

basic facts about finite Fourier analysis.

(2.13) Proposition. Let π, ρ ∈ Γ̂ and 1 ≤ i, j ≤ dπ, 1 ≤ s, t ≤ dρ, x, y ∈ Γ. Then

πij(xy) =

dπ∑

k=1

πik(x) πkj(y)(2.14a)

πij(x
−1) = πji(x)(2.14b)

and by Schur’s Lemma

πij ∗ ρst = 0 if π 6= ρ(2.15a)

πij ∗ πst = δjs
|Γ|
dπ
πit(2.15b)

Moreover,

(2.16)
∑

π∈bΓ

dπ∑

i,j=1

πij = δe .

In other words, the functions eπ,i,j form an orthogonal family of matrix units.

Assume now that the stabilizer GA = {x ∈ G : xA = A} is nontrivial. GA is finite and
its left action commutes with the action of Reµ , since PA is GA-invariant: if gA = A, then
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pA(gx, gy) = p(gx, gy) = p(x, y) = pA(x, y), that is, 〈PAδgy, δgx〉 = 〈PAδy, δx〉. We can

decompose A into a finite set of disjoint orbits

A =
m⋃

k=1

GA ak

where {ak : 1 ≤ k ≤ m} is a set of representatives. Let us compute the entries of PA in

the orbit-wise Fourier basis

ek,π,i,s =
√

dπ

|GA| πis ∗ δak

where 1 ≤ k ≤ m, π ∈ ĜA and 1 ≤ i, s ≤ dπ. Since the support of ek,π,i,s is the orbit

GAak, we obtain

〈PAek,π,i,s , el,ρ,j,t〉 =

√
dπdρ

|GA|
∑

x,y

πis(x) ρjt(y) 〈PAδxak
, δyal

〉

=

√
dπdρ

|GA|
∑

z

ρtj ∗ πis(z) 〈PAδzak
, δal

〉

= δπρ δij
∑

z∈GA

πts(z) p(al, zak)

and the matrix coefficients do not depend on i. Thus for fixed π, i the linar subspace
span{ek,π,i,s : k = 1, . . . , m ; s = 1, . . . , dπ} is invariant and

PAek,π,i,s =

m∑

l=1

dπ∑

t=1

m
(π)
lt,ks el,π,i,t , where m

(π)
ks,lt =

∑

z∈GA

πts(z) p(al, zak) ,

form a hermitian matrix M (π). The basis change is given by the Fourier matrix

F =
(
ek,π,i,s(xal)

)
1≤l≤m,x∈GA

1≤k≤m,π∈bGA, 1≤i,s≤dπ

and PA = FMF ∗. Since the matrix M (π) does not depend on the index i, we can
diagonalize M =

⊕
M (π) by a block-diagonal unitary matrix U =

⊕
U (π) whose entries

{
uk,π,i,s; l,ρ,j,t = δπρ δij u

(π)
ks,lt : k, l = 1, . . . , m, π, ρ ∈ ĜA , i, s = 1, . . . , dπ , j, t = 1, . . . , dρ

}

do not depend on i either. Then we have PA = FUΛU∗F ∗ , and the eigenvectors of PA
are vk,π,i,s = FUδk,π,i,s. By (2.11), the range of Wvk,π,i,s

is an eigenspace of Reµ , and since

the eigenvalues do not depend on the index i, the range of
∑dπ

i=1Wvk,π,i,s
is invariant as

well.

(2.17) Proposition. The operators

Sk,π,s =

√
dπ

|GA|

m∑

l=1

dπ∑

i,t=1

u
(π)
lt,ksRa−1

l
Rπti

QA

with k ∈ {1, . . . , m}, π ∈ ĜA and s ∈ {1, . . . , dπ} form a family of partial isometries whose

range projections
Tk,π,s = Sk,π,s S

∗
k,π,s
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are mutually orthogonal eigenprojections of Reµ and
∑

π,s

TA,π,s = Q̃A .

Proof. Indeed Sk,π,s = 1√
dπ

∑dπ

i=1Wvk,π,i,s
with

vk,π,i,s(xap) = FUδk,π,i,s

=

m∑

l=1

∑

ρ∈bGA

dρ∑

j,t=1

Fp,x; l,ρ,j,tUl,ρ,j,t;k,π,i,s

=

m∑

l=1

∑

ρ∈bGA

dρ∑

j,t=1

el,ρ,j,t(xap) δπρ δij u
(π)
lt,ks

=
m∑

l=1

dπ∑

t=1

δpl

√
dπ

|GA| πit(x) u
(π)
lt,ks

=

dπ∑

t=1

√
dπ

|GA| πit(x) u
(π)
lt,ks

By the previous calculations it follows that Reµ Sk,π,s = λ
(π)
ks ·Sk,π,s and it remains to check

orthogonality and the partial isometry condition:

S∗
k,π,s Sk′,π′,s′ =

√
dπdπ′

|GA|2
m∑

l=1

dπ∑

i,t=1

m∑

l′=1

dπ′∑

i′,t′=1

u
(π)
lt,ks u

(π′)
l′t′,k′s′ QAR

∗
πti
Ral

Ra−1

l′
R
π′

t′i′
QA

noting that Rπti
commutes with QA and QARal

Ra−1

l′
QA = δll′ QA we get

=

√
dπdπ′

|GA|2
m∑

l=1

dπ∑

i,t=1

dπ′∑

i′,t′=1

u
(π)
ks,lt u

(π′)
l′t′,k′s′ Rπit∗π′

t′i′
QA

using orthogonality of the Fourier basis (2.15) this simplifies to

=
1

|GA|

m∑

l=1

dπ∑

t,i,i′=1

u
(π)
ks,lt u

(π)
lt,k′s′ Rπii′

QA

and by the unitary property
∑m

l=1

∑dπ

t=1 u
(π)
ks,lt u

(π)
lt,k′s′ = δkk′ δss′ we have

= δππ′ δkk′ δss′
1

|GA|
dπ∑

i,i′=1

Rπii′
QA
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and the result is indeed a projection. Next we check the partial isometry condition:

Sk,π,s S
∗
k,π,s Sk,π,s =

√
dπ

|GA|2
m∑

l=1

dπ∑

i,t,j,j′=1

u
(π)
lt,ksRa−1

l
Rπti

Rπjj′
QA

=

√
dπ

|GA|2
m∑

l=1

dπ∑

i,t,j,j′=1

u
(π)
lt,ksRa−1

l
δij

|GA|
dπ

Rπtj′
QA

=

√
dπ

|GA|

m∑

l=1

dπ∑

t,j′=1

u
(π)
lt,ksRa−1

l
Rπtj′

QA

= Sk,π,s .

Finally, the sum of the range projections is

m∑

k=1

∑

π∈bGA

dπ∑

s=1

Sk,π,s S
∗
k,π,s

=
∑

π∈bGA

m∑

k=1

dπ∑

s=1

dπ

|GA|2
m∑

l=1

dπ∑

i,t=1

m∑

l′=1

dπ∑

i′,t′=1

u
(π)
lt,ks u

(π)
l′t′,ksRa−1

l
Rπti

QAR
∗
πt′i′

Ral′

=
∑

π∈bGA

dπ

|GA|2
m∑

l=1

dπ∑

i,t=1

m∑

l′=1

dπ∑

i′,t′=1

m∑

k=1

dπ∑

s=1

u
(π)
lt,ks u

(π)
ks,l′t′

︸ ︷︷ ︸
δll′δtt′

Ra−1

l
δii′

|GA|
dπ

Rπtt′
QARal′

=
dπ
|GA|

m∑

l=1

Ra−1

l

∑

π∈bGA

dπ∑

t=1

Rπtt′
QARal′

=

m∑

l=1

Qa−1

l A = Q̃A ,

because of (2.16). �

3. Bond percolation and enlightened edges

At this point, it appears natural to ask whether there is an analogous relation between

bond percolation and a suitable lamplighter random walk.

A. Bond percolation. We need the (unoriented) edge set E = {[x, xs] = [xs, x] : x ∈
G , s ∈ S} of X(G, S). We do not repeat all basic details: bond percolation is analogous
to what is explained in §1.B. The only difference is that we now have i.i.d. Bernoulli

random variables Y[x,y], where [x, y] ∈ E . An edge [x, y] is open if Y[x,y] = 1, which occurs
with probability p, and closed, otherwise. The closed edges are removed, and the random

clusters are the connected components of the graph that is left over.

One slight difference arises in the terminology of connected subgraphs. In the preceding
sections, they were induced subgraphs, where we have A ⊂ G and turn it into a subgraph

of X(G, S) by keeping all edges of the latter which have both endpoints in A. In the
present context, connected subgraphs are not necessarily induced; they are just such that

their vertex and edge sets are subsets of G and E. For such a subgraph A, we write E(A)
for its set of edges, and ∂A for the set of edges in E that do not belong to E(A) but have
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almost surely an endpoint in A. The restricted transition probabilities of the random

walk on G with law µ now become

(3.1) pA(x, y) =

{
p(x, y) = µ(x−1y) , if [x, y] ∈ E(A) ,

0 , otherwise.

We have to replace C with the family Cbd of all finite connected subgraphs (in this wider

sense) of X(G, S) containing e. If A = Cbd
ω (e) is the cluster of e then we write pω(x, y) =

pA(x, y). If A is finite then it belongs to Cbd . Here, we do not need to add the empty set

to Cbd ; if percolation is such that all edges incident with e are closed, then the resulting
component is {e}. Elements of Cbd are called animals in [9].

Taking into account those modifications, the definitions of the spectral measures nA

of (1.4) and of the integrated density states remain as above, and we maintain the same

notation, adding the superscript “bd”.
For the random walk (Zn) with law µ on G , we have almost surely [Zn−1, Zn] ∈ E for

all n. The following is now a simple exercise.

(3.2) Lemma. The expected n-step return probabilities of the random walk restricted

to the bond percolation cluster are

Ebd
p

(
p(n)
ω (e, e)

)
= E

(
p|{[Z0,Z1],...,[Zn−1,Zn]}| · δe(Zn)

)
.

On the right hand side, expectation refers again to the probability space underlying the

random walk (Zn).

B. Enlightened edges. We now consider the situation where a lamp is located on each

of the edges of X(G, S) instead of the vertices. When the lamplighter makes a step
from some x ∈ G to a neighbour y (which occurs with probability µ(x−1y)), then (s)he

modifies the state of the lamp on [x, y] = [y, x] at random. The state space of this process
is Lbd ⋊ G, where Lbd =

⊕
E H consists of finitely supported configurations η : E → H .

In this context, the unit element ι of the group Lbd is of course given by ι([x, y]) = o

for all [x, y] ∈ E. The left action of G on Lbd is induced by the left action on E, where
[x, y] 7→ [gx, gy] for g ∈ G . Note that this action is not transitive, but has finitely many

orbits. Of course, G is embedded as a subgroup via g 7→ (ι, g). For [x, y] ∈ E, we define
again the measures

ν[x,y](η, g) =

{
1/|H| , if g = e and supp(η) ⊂ {[x, y]} ,
0 , otherwise;

ν[x,y] = δ(ι,e) − ν[x,y] .

Then the (symmetric) law of the new random walk is µ̃bd =
∑

s∈S µ(s) · ν[e,s] ∗ δs , that is,

(3.3) µ̃bd(η, g) =

{
µ(g)/|H| , if g ∈ S and supp(η) ⊂ {[e, g]} ,
0 , otherwise.

(3.4) Lemma. The return probabilities of the random walk with edge enlightenment are

µ̃
(n)
bd (ι, e) = E

(
p|{[Z0,Z1],...,[Zn−1,Zn]}| · δe(Zn)

)
.
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We leave the proof once more as an exercise. The basic and well known principle (here

as well as for the switch-walk-switch random walk) is the following. Up to time n, the
lamp states can be modified only on those edges which the lamplighter crosses, that is,

[Z0, Z1], . . . , [Zn−1, Zn]. in order to have all lamps switched off at time n, the lamplighter
must choose to switch each lamp off at the last visit. This is done with probability

p|{[Z0,Z1],...,[Zn−1,Zn]}| , after which one has to average over all possibilities.
Lemmas 3.2 and 3.4 yield the bond-analogue of Theorem 1.5.

(3.5) Corollary. The Plancherel measure mbd of the of the edge enlightening random
walk with law µ̃bd on Lbd ⋊ G and the integrated density of states of bond percolation

with parameter p = 1/|H| on X(G, S) are related by

mbd(B) = Ep
(
nbd
ω (B)

)
for every Borel set B ⊂ R .

C. Point spectrum. If we have a finite set F = {[x1, y1], . . . , [xk, yk]} ⊂ E, then we

define
νF = ν[x1,y1] ∗ . . . ν[xk,yk] and νF = ν[x1,y1] ∗ . . . ν [xk,yk] .

The analogue of (2.3) is the signed measure

(3.6) νE(A),∂A = νE(A) ∗ ν∂A
on Lbd ⋊ G , where A ∈ Cbd. We write Qbd

A for the associated right convolution operator.

It is a projection of ℓ2(Lbd ⋊ G) onto its image Qbd
A ℓ

2.

The analog of Proposition 2.4 is the following.

(3.7) Proposition. (a) The projections Qbd
A , A ∈ Cbd, are mutually orthogonal.

(b) We have

ℓ2(Lbd
⋊ G) =

⊕

A∈Cbd

Qbd
A ℓ

2 (closed direct sum), or equivalently, δ(ι,e) =
∑

A∈Cbd

νE(A),∂A

if and only if θ(p) = 0 for bond percolation on X(G, S) with parameter p = 1/|H| .

The proof is basically the same as that of Proposition 2.4, observing that for A ∈ Cbd ,

νE(A),∂A(ι, e) = p|E(A)|(1 − p)|∂A| = Prp[C
bd(e) = A] .

Next, for x ∈ A and s ∈ S

νE(A),∂A ∗ δx ∗ ν[e,s] ∗ δs = νE(A),∂A ∗ ν[x,xs] ∗ δxs =

{
νE(A),∂A ∗ δxs , if [x, xs] ∈ A ,

0 , if [x, xs] ∈ ∂A .

This yields the analogue of Lemma 2.6:

(3.8) Lemma. Let A ∈ Cbd. Then for f : G → R with supp(f) ⊂ A,

νE(A),∂A ∗ f ∗ µ̃bd = νE(A),∂A ∗ PAf ,
and the linear span {

νE(A),∂A ∗ f : f ∈ R
G , supp(f) ⊂ A

}

is mapped into itself under right convolution with µ̃bd.
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For each A ∈ Cbd, we can now choose an orthonormal system fA,x of right eigenfunctions

of PA with associated eigenvalues λA,x , x ∈ A. Then we define

(3.9) σbd
A,x = νE(A),∂A ∗ fA,x , and Sbd

A,x(F ) = F ∗ σA,x ,
F ∈ ℓ2(Lbd ⋊ G) . Then σbd

A,x ∗ µ̃bd = λA,x · σbd
A,x , and the images of Sbd

A,x , x ∈ A, are

eigenspaces of Reµbd
that span Qbd

A ℓ
2 . The bond-variants of theorems 1.9 and 1.10 follow.

(3.10) Corollary. (I) The point spectrum of the right convolution operator on ℓ2(Lbd
⋊G)

by the measure µ̃bd of (3.3) comprises the set

Λbd =
⋃{

spec(PA) : A ∈ Cbd
}
.

For each eigenvalue λ ∈ Λbd, the eigenspace contains infinitely many linearly independent
eigenfunctions with finite support.

(II) If p = 1/|H| is such that bond percolation on X(G, S) satisfies θ(p) = 0, that is,

Prp[C
bd(e) is finite] = 1 ,

then spec(Reµbd
) is pure point; it is the closure of Λbd. There is a complete orthonormal

system in ℓ2(Lbd
⋊ G) consisting of finitely supported eigenfunctions associated with the

eigenvalues in Λbd.

The diagonalization of the convolution operator also follows the same lines as above,

and we omit the details.

4. Final remarks

A. Arbitrary p. We can start with G and a symmetric probability measure µ as above,

and consider site (or bond) percolation with an arbitrary parameter p ∈ (0 , 1). Then

we have the spectrum and associated integrated density of states of the (substochastic)
random transition operator on the cluster Cω(id). Can it always be described as the

Plancherel measure of a deterministic convolution operator Reµ on a wreath product H≀G ?
If p = 1/N then we can take µ̃ = ν ∗ µ ∗ ν, where ν is equidistribution on a finite group

H of order N .
For other values of p, we can proceed as in [6]. We need a group H and a (signed)

measure ν on H which satisfies

ν(o) = p and ν ∗ ν = ν .

This means that the right convolution operator Rν is a projection with von Neumann trace

p. Once we have such a measure ν, we can again define the (signed) measure µ̃ = ν ∗µ∗ν,
where µ and ν are now considered as measures on the wreath product H≀G via the natural

embeddings of G and H. Apart from the fact that µ̃ is not a probability measure, all the
above results and computations remain unchanged. However the eigenfunctions found in

this way are no more finitely supported, unless the range of the projection Rν has a basis
of finitely supported functions.
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For example, we can always take H = Z and the measure ν whose Fourier transform

(characteristic function) is 1[−πp , πp] . That is,

ν(0) = p , and ν(k) =
sin(k π p)

k π
, (k 6= 0) .

B. Continuous spectrum. We do not know what happens with the rest of the spec-
trum in the case when θ(p) > 0 for site percolation on X(G, S). As Theorem 1.9 and

Corollary 1.13 show, we always have a big point spectrum, but by Proposition 2.4, a part
of the Plancherel measure of Reµ is still missing. The situation for bond percolation, resp.

enlightened edges, is the same.
As a matter of fact, it is an open question whether the integrated density of states of

percolation on Cayley graphs has a continuous part. It is known that the rest of the spec-

trum (corresponding to infinite clusters) is not purely continuous, see e.g. Kirkpatrick
and Eggarter [12] and Veselić [25], but it is expected to have a continuous part

at least in certain cases. [We acknowledge feedback of Peter Müller (Göttingen) on this
question, which reached us via Florian Sobieczky.] Maybe the translation of this spectral

problem from a random operator to a deterministic one on the lamplighter group can help
to find an answer.

C. Generalizations. We have resisted the temptation to build up a generalized setting
in which both models (switch-walk switch and enlightened edges, or site and bond per-

colation, respectively), as well as further variants, arise as special cases. Our aim was to
clarify the relation between the spectra of lamplighter walks and site & bond percolation

in the most basic context.
Bond percolation on X(G, S) is of course equivalent with site percolation on the line

graph of X(G, S). The vertex set of the latter is the edge set of the original graph, and two

such edges are now neighbours if they have a common end point. Similarly, the random
walk with enlightened edges is up to a few adaptations equivalent with a switch-walk-

switch lampligher walk over the line graph. Further types of lamplighter random walks
can also be related with percolation (e.g. oriented percolation).

Most of what is exhibited here can be extended to vertex-transitive graphs, and an
adaptation of a large part to general locally finite graphs will also not be too hard.

D. Other models. The convolution operator on H ≀Z considered by Grigorchuk and
Żuk [8] and Dicks and Schick [6] is not exactly the same as the switch-walk-switch

lamplighter walk. Informally, it is the model “switch first and then walk to the right, or
walk first to the left and then switch at the arrival point”. By shifting the lamps to the

edges, one sees that this model is completely equivalent to the one with enlightened edges

on Z.

E. Finite Groups. While we usually have in mind that G is an infinite, finitely generated

group, this is not really relevant. If G is finite, then the method of §2.E applies for
diagonalizing the transition matrix of a symmetric switch-walk-switch random walk on

H ≀G, where both groups are finite. Explicit computations can be performed for example
when X(G, S) is a cycle or a complete graph. A quite different approach to deal with this

class of examples is used in recent work of Scarabotti and Tolli [21].
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[27] Żuk, A.: A generalized Følner condition and the norms of random walk operators on groups,

l’Enseignement Math. 45 (1999) 1–28.

Institut für Mathematische Strukturtheorie, TU Graz,
Steyrergasse 30, 8010 Graz, Austria (F.L. & W.W.)

E-mail address : lehner@finanz.math.tu-graz.ac.at, woess@tugraz.at

http://axiom-wiki.newsynthesis.org/FrontPage
http://mypage.iu.edu/~rdlyons/prbtree/prbtree.html


22 FRANZ LEHNER, MARKUS NEUHAUSER AND WOLFGANG WOESS

Lehrstuhl A für Mathematik, RWTH Aachen,
52056 Aachen, Germany (M.N.)

E-mail address : markus.neuhauser@matha.rwth-aachen.de


