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$$
\begin{aligned}
& \text { AbSTRACT. We completely solve the family of relative Thue equations } \\
& \qquad x^{3}-(t-1) x^{2} y-(t+2) x y^{2}-y^{3}=\mu,
\end{aligned}
$$

where the parameter $t$, the root of unity $\mu$ and the solutions $x$ and $y$ are integers in the same imaginary quadratic number field. This is achieved using the hypergeometric method for $|t| \geq$ 53 and Baker's method combined with a computer search using continued fractions for the remaining values of $t$.

## 1. Introduction

Let $F$ be an irreducible form of degree at least 3 with integral coefficients and $m$ be a nonzero integer. Then the Diophantine equation

$$
F(x, y)=m
$$

is called a Thue equation in honour of Thue [20] who proved that it has only finitely many solutions over the integers. Algorithms for solving single Thue equations over $\mathbb{Z}$ have been developed, see Bilu and Hanrot [1].

Starting with Thomas [19] in 1990, several families of parametrized Thue equations (of positive discriminant) have been solved, cf. the surveys $[8,7]$.

In the last years, a few parametrized families of relative Thue equations where the parameter and the solutions are elements of an imaginary quadratic number field have been studied by Heuberger, Pethő, and Tichy [11], by Ziegler [23, 24], and by Jadrijević and Ziegler [13].

In this paper, we return to the parametrized family of Thue equations

$$
\begin{array}{r}
x^{3}-(t-1) x^{2} y-(t+2) x y^{2}-y^{3}=\mu, \quad x, y \in \mathbb{Z}_{\mathbb{Q}(t)}, t \text { imaginary quadratic integer, }  \tag{1}\\
\mu \text { a root of unity in } \mathbb{Z}_{\mathbb{Q}(t)}
\end{array}
$$

studied in [11]. This is the family that Thomas [19] and Mignotte [16] solved completely in the rational integer case. In [11], all solutions for $|t|>3.023 \cdot 10^{9}$ have been found using Baker's method. Furthermore, all solutions for $\operatorname{Re} t=-1 / 2$ were claimed to be listed. However, as announced in [10], the proof of [11, Theorem 3] is incorrect (more precisely, the argument for excluding the possibility $\Lambda=0$ in [11, Section 7$]$ is invalid) and some solutions are missing in [11, Table 2].

Instead of performing a large computer search in the missing case in order to correct the result for $\operatorname{Re} t=-1 / 2$, we use this opportunity to solve (1) completely for all values of $t$. As far as we know, this is the first instance of a family of relative Thue equations to be solved completely.

This is achieved by combining the hypergeometric method due to Thue and Siegel (for values $|t| \geq 53$ ) and lower bounds for linear forms in logarithms ("Baker's method") together with a computer search (using continued fraction expansions) for $|t|<53$.

[^0]We now give an overview on the main results and the structure of the present paper.
The first step will be an effective measure of irrationality for the smallest root of $X^{3}-(t-$ 1) $X^{2}-(t+2) X-1$.

Theorem 1. Let $t$ be an imaginary quadratic integer of absolute value at least 48 and $\alpha$ be the unique root of

$$
f_{t}(X)=X^{3}-(t-1) X^{2}-(t+2) X-1
$$

with absolute value at most $1 / 4$.
Then we have

$$
\left|\alpha-\frac{p}{q}\right|>\frac{1}{746|t||q|^{\kappa+1}} \quad \text { with } \quad \kappa=\frac{\log |t|+0.83+\log \left(1+\frac{2.66}{|t|}\right)}{\log |t|-1.3+\log \left(1-\frac{7.86}{|t|}\right)}
$$

for all algebraic integers $p$ and $q$ in $\mathbb{Q}(t)$ with $|q| \geq 0.0773|t|$.
For $|t| \geq 48$, we have $\kappa<2$ and

$$
\kappa \leq 1+\frac{2.13}{\log |t|}+\frac{6.8}{\log ^{2}|t|}
$$

For rational integer parameters $t$, such a measure of irrationality has been provided by Lettl, Pethő, and Voutier [15].

The proof of this theorem is spread over Sections 2 and 3: Section 2 collects the auxiliary results known as the Hypergeometric Method in the form of [15] or adapts them to the case of an imaginary quadratic parameter. In Section 3, they are applied to our specific equation.

The remainder of the paper is devoted to the proof of our main result:
Theorem 2. Let $t$ be an integer in an imaginary quadratic number field, $t \notin\{(-1 \pm 3 \sqrt{-3}) / 2\}$, $\mathbb{Z}_{\mathbb{Q}(t)}$ be the ring of integers of $\mathbb{Q}(t)$,

$$
F_{t}(X, Y)=X^{3}-(t-1) X^{2} Y-(t+2) X Y^{2}-Y^{3} \in \mathbb{Z}_{\mathbb{Q}(t)}[X, Y]
$$

and $\mu$ be a root of unity in $\mathbb{Q}(t)$.
Then all solutions $(x, y) \in \mathbb{Z}_{\mathbb{Q}(t)}^{2}$ to

$$
\begin{equation*}
F_{t}(x, y)=\mu \tag{2}
\end{equation*}
$$

are listed in Table 1 (solutions independent of $t$ ) and in the online Table [9] (solutions for specific values of $t$ ). A short summary of these 732 "sporadic" solutions is given in Table 2.

| $x$ | $y$ | $\mu$ |
| ---: | ---: | ---: |
| 0 | 1 | -1 |
| -1 | 0 | -1 |
| 1 | -1 | -1 |
| 0 | -1 | 1 |
| -1 | 1 | 1 |
| 1 | 0 | 1 |
| 0 | $-i$ | $-i$ |
| $-i$ | $i$ | $-i$ |


| $x$ | $y$ | $\mu$ |
| ---: | ---: | ---: |
| $i$ | 0 | $-i$ |
| 0 | $i$ | $i$ |
| $-i$ | 0 | $i$ |
| $i$ | $-i$ | $i$ |
| 0 | $-\omega_{3}$ | -1 |
| 0 | $-1+\omega_{3}$ | -1 |
| $-\omega_{3}$ | $\omega_{3}$ | -1 |
| $1-\omega_{3}$ | 0 | -1 |


| $x$ | $y$ | $\mu$ |
| ---: | ---: | ---: |
| $-1+\omega_{3}$ | $1-\omega_{3}$ | -1 |
| $\omega_{3}$ | 0 | -1 |
| 0 | $1-\omega_{3}$ | 1 |
| 0 | $\omega_{3}$ | 1 |
| $-\omega_{3}$ | 0 | 1 |
| $1-\omega_{3}$ | $-1+\omega_{3}$ | 1 |
| $-1+\omega_{3}$ | 0 | 1 |
| $\omega_{3}$ | $-\omega_{3}$ | 1 |

Table 1. Solutions (if contained in $\mathbb{Q}(t))$ to (2) for all $t$, where $\omega_{3}=(1+\sqrt{-3}) / 2$.

Remark. If $t \in\{(-1 \pm 3 \sqrt{-3}) / 2\}$ then $F_{t}(X, Y)$ is the cube of a linear polynomial. Thus (2) has infinitely many solutions $(x, y)$ for all roots of unity $\mu \in \mathbb{Q}(\sqrt{-3})$ in this case.

The solutions for $\operatorname{Re} t=-1 / 2$ are also listed in [10].

| $t$ | Number of solutions | $\max \left\{\|x\|^{2},\|y\|^{2}\right\}$ |
| ---: | ---: | ---: |
| -4 | 6 | 81 |
| -2 | 6 | 9 |
| -1 | 12 | 81 |
| 0 | 12 | 81 |
| 1 | 6 | 9 |
| 3 | 6 | 81 |
| $-1 \pm 2 i$ | 24 | 5 |
| $-1 \pm 3 i$ | 24 | 5 |
| $\pm 2 i$ | 24 | 5 |
| $\pm 3 i$ | 24 | 5 |
| $-1 \pm \sqrt{-2}$ | 6 | 9 |
| $-1 \pm 2 \sqrt{-2}$ | 6 | 3 |
| $\pm \sqrt{-2}$ | 6 | 9 |
| $\pm 2 \sqrt{-2}$ | 6 | 3 |
| $-2 \pm 2 \sqrt{-3}$ | 12 | 688 |
| $(-3 \pm 3 \sqrt{-3}) / 2$ | 24 | 7 |
| $-1 \pm \sqrt{-3}$ | 24 | 3 |
| $-1 \pm 2 \sqrt{-3}$ | 6 | 1 |
| $(-1 \pm \sqrt{-3}) / 2$ | 18 | 27 |
| $\pm \sqrt{-3}$ | 24 | 3 |
| $\pm 2 \sqrt{-3}$ | 6 | 1 |
| $(1 \pm 3 \sqrt{-3}) / 2$ | 24 | 7 |
| $1 \pm 2 \sqrt{-3}$ | 12 | 688 |
| $-2 \pm \sqrt{-5}$ | 6 | 86 |
| $1 \pm \sqrt{-5}$ | 6 | 86 |
| $-1 \pm \sqrt{-7}$ | 12 | 4 |
| $(-1 \pm \sqrt{-7}) / 2$ | 6 | 7 |
| $\pm \sqrt{-7}$ | 12 | 4 |
| $(-3 \pm \sqrt{-11}) / 2$ | 6 | 20 |
| $(1 \pm \sqrt{-11}) / 2$ | 6 | 20 |
| $(-1 \pm \sqrt{-19}) / 2$ | 6 | 19 |
| $(-1 \pm \sqrt{-31}) / 2$ | 6 | 98 |
| $(-1 \pm \sqrt{-35}) / 2$ |  | 611 |

Table 2. Overview on sporadic solutions to (2) for specific $t$.

Section 4 is devoted to elementary results on the Thue equation (2). For instance, transformation properties are proved which reduce the number of cases drastically. A computer search for "small" solutions is also performed in this section. These results are used both for the hypergeometric (large $|t|$ ) and for Baker's method (small $|t|$ ).

Combining the irrationality measure with elementary upper bounds for $\left|\alpha-\frac{x}{y}\right|$ for solutions $(x, y)$ to (1) yields upper bounds for $|y|$. The contradicting lower bounds for $|y|$ are derived in Section 5 using a gap principle (due to Ziegler [23]) based on concrete Padé approximations to a root of $f_{t}$. This replaces the continued fraction expansion arguments which are usually used in the case of rational integer parameters. This leads to the proof of Theorem 2 for $|t| \geq 53$.

Section 6 proves Theorem 2 for $|t|<53$. This uses lower bounds for linear forms in two logarithms for deriving a (large) upper bound for $|y|$. Solutions up to this bound are searched using the continued fraction expansion of the quotient of the two logarithms of the linear form considered. For some values of $t$ a brute force search for medium sized solutions (up to $|y| \leq 99$ ) is required. Note that we do not need Wildanger's [22] ellipsoid method which can be used for enumerating small solutions of general single relative Thue equations, cf. Gaál and Pohst [6].

We remark that the results contained in this paper open two possible directions for generalizations. It is possible to consider inequalities instead of equations. Other "simple" families of degrees 4 and 6 can be studied, as this has been done by Lettl, Pethő, and Voutier [15] in the rational integer case. All this is planned for future work.

Several parts of this paper need heavy symbolic manipulations. One instance is the gap principle in Lemma 5.2. Here, precise asymptotic expressions were handled in Mathematica ${ }^{\circledR}$ in a similar way as in [12]. The determination of the small solutions in Lemma 4.2 (which gives 720 of the sporadic solutions) has also been performed in Mathematica. Since the numerical verifications of Section 6 were not expected to require extreme code efficiency and thus a specialized program, they were also performed in Mathematica. Here it was very convenient that Mathematica keeps track of the precision of floating point numbers.
Acknowledgment. The author thanks Volker Ziegler for pointing out the mistakes in the paper [11].

## 2. The Hypergeometric Method

In this section, we collect several auxiliary results which the hypergeometric method relies on. Although we only use the case $n=3$ in this paper, we state the results in general form where possible in order to facilitate future reference.

For positive integers $n$ and $r$, we set
$\mathcal{X}_{n, r}(X)={ }_{2} \mathcal{F}_{1}\left(-r,-r-\frac{1}{n} ; 1-\frac{1}{n} ; X\right) \in \mathbb{Q}[X] \quad$ and $\quad \mathcal{X}_{n, r}^{*}(X, Y)=Y^{r} \mathcal{X}_{n, r}\left(\frac{X}{Y}\right) \in \mathbb{Q}[X, Y]$.
Here, ${ }_{2} \mathcal{F}_{1}$ denotes the classical hypergeometric function. Therefore, $\mathcal{X}_{n, r}$ is a polynomial of degree $r$ and $\mathcal{X}_{n, r}^{*}$ is its homogenization.

The basis of the method is Thue's fundamental lemma.
Lemma 2.1 (Thue). Let $K$ be a field of characteristic $0, \mathbf{P} \in K[X]$ be a squarefree polynomial of degree $n \geq 2$ and assume that there is a squarefree quadratic polynomial $\mathbf{U} \in K[X]$ such that

$$
\begin{equation*}
\mathbf{U} \mathbf{P}^{\prime \prime}-(n-1) \mathbf{U}^{\prime} \mathbf{P}^{\prime}+\frac{n(n-1)}{2} \mathbf{U}^{\prime \prime} \mathbf{P}=0 \tag{3}
\end{equation*}
$$

holds, where the prime denotes differentiation with respect to the indeterminate $X$. We set $\lambda=$ $\frac{1}{4} \operatorname{disc}(\mathbf{U})$, where $\operatorname{disc}(\mathbf{U})=\mathbf{U}^{\prime 2}-2 \mathbf{U} \mathbf{U}^{\prime \prime} \in K$ is the discriminant of $\mathbf{U}$. We define the polynomials contained in $K(\sqrt{\lambda})[X]$ by

$$
\begin{array}{rlrl}
\mathbf{Y} & =2 \mathbf{U} \mathbf{P}^{\prime}-n \mathbf{U}^{\prime} \mathbf{P}, & \\
\mathbf{a} & =\frac{n^{2}-1}{6}\left(\sqrt{\lambda} \mathbf{U}^{\prime}+2 \lambda\right), & \mathbf{c}=\frac{n^{2}-1}{6}\left(\sqrt{\lambda}\left(\mathbf{U}^{\prime} X-2 \mathbf{U}\right)+2 \lambda X\right), \\
\mathbf{b} & =\frac{n^{2}-1}{6}\left(\sqrt{\lambda} \mathbf{U}^{\prime}-2 \lambda\right), & \mathbf{d}=\frac{n^{2}-1}{6}\left(\sqrt{\lambda}\left(\mathbf{U}^{\prime} X-2 \mathbf{U}\right)-2 \lambda X\right), \\
\mathbf{u}=\frac{1}{2}\left(\frac{\mathbf{Y}}{2 n \sqrt{\lambda}}-\mathbf{P}\right), & \mathbf{z}=\frac{1}{2}\left(\frac{\mathbf{Y}}{2 n \sqrt{\lambda}}+\mathbf{P}\right) .
\end{array}
$$

Finally, we set $\mathbf{w}=\mathbf{z} / \mathbf{u} \in K(\sqrt{\lambda})(X)$.
Let $r$ be a positive integer. Then the polynomials $\mathbf{A}_{r}, \mathbf{B}_{r}$ given by

$$
\begin{align*}
(\sqrt{\lambda})^{r} \mathbf{A}_{r} & =\mathbf{a} \mathcal{X}_{n, r}^{*}(\mathbf{z}, \mathbf{u})-\mathbf{b} \mathcal{X}_{n, r}^{*}(\mathbf{u}, \mathbf{z}) \\
(\sqrt{\lambda})^{r} \mathbf{B}_{r} & =\mathbf{c} \mathcal{X}_{n, r}^{*}(\mathbf{z}, \mathbf{u})-\mathbf{d} \mathcal{X}_{n, r}^{*}(\mathbf{u}, \mathbf{z}) \tag{4}
\end{align*}
$$

are elements of the polynomial ring $K[X]$ over $K$. For every root $\alpha$ of $\mathbf{P}$, the polynomial

$$
\mathbf{C}_{r}=\alpha \mathbf{A}_{r}-\mathbf{B}_{r}
$$

is divisible by $(X-\alpha)^{2 r+1}$.
This lemma has been proved (in slightly different notation) by Thue [21]. Cf. also Chudnovsky [4] (see Lemma 7.1 and the remarks that follow, pages 364-366) and Chen and Voutier [3, Lemma 2.1]. Following Lettl, Pethő, and Voutier [15, Proposition 1], we only quoted those parts
which are necessary in our application and emphasized all polynomials by using boldface letters. Note that Thue's assumption that $\mathbf{P}$ is squarefree does not appear in all those references; on the other hand, the assumptions $n \geq 2$ and $\mathbf{U}$ squarefree (and thus $\lambda \neq 0$ ) are necessary for our formulation. Thue's proof holds over all ground fields $K$ of characteristic 0 .

We will use Lemma 2.1 to construct a sequence of good rational approximations $\mathbf{B}_{r} / \mathbf{A}_{r}$ to $\alpha$. We have to be sure that we do not generate the same approximation for two consecutive values of $r$ :

Lemma 2.2 ([3, Lemma 2.7]). Let $\mathbf{A}_{r}, \mathbf{B}_{r}, \mathbf{P}$ and $\mathbf{U}$ be defined as in Lemma 2.1. If $\mathbf{U}(\xi) \mathbf{P}(\xi) \neq 0$ for a given $\xi \in \mathbb{C}$, then for all positive integers $r$, we have

$$
\mathbf{A}_{r+1}(\xi) \mathbf{B}_{r}(\xi) \neq \mathbf{A}_{r}(\xi) \mathbf{B}_{r+1}(\xi)
$$

This is the special case $a=d=1$ and $b=c=0$ of Lemma 2.7 in [3].
Estimating the quality of the rational approximations requires estimates for $\mathbf{C}_{r}$, for instance. One of the tools is the following analytic representation of $\mathbf{C}_{r}$.

Lemma 2.3 ([3, Lemma 2.3]). We use the notation of Lemma 2.1. For any nonzero complex $\xi$ such that $\mathbf{w}(\xi)$ is not a negative real number or zero, we have

$$
\begin{align*}
&(\sqrt{\lambda})^{r} \mathbf{C}_{r}(\xi)=\left(\alpha\left(\mathbf{a}(\xi) \mathbf{w}(\xi)^{1 / n}-\mathbf{b}(\xi)\right)-\left(\mathbf{c}(\xi) \mathbf{w}(\xi)^{1 / n}-\mathbf{d}(\xi)\right)\right) \mathcal{X}_{n, r}^{*}(\mathbf{u}(\xi), \mathbf{z}(\xi))  \tag{5}\\
&-(\alpha \mathbf{a}(\xi)-\mathbf{c}(\xi)) \mathbf{u}(\xi)^{r} R_{n, r}(\mathbf{w}(\xi))
\end{align*}
$$

with

$$
\begin{equation*}
R_{n, r}(w):=\frac{\Gamma(r+1+1 / n)}{r!\Gamma(1 / n)} \int_{1}^{w}(1-\zeta)^{r}(\zeta-w)^{r} \zeta^{-(r+1-1 / n)} d \zeta \tag{6}
\end{equation*}
$$

where the path of integration is the straight line from 1 to $w$.
The proof of [3] does not depend on any algebraic information and is therefore valid in our situation.

The estimates for $R_{n, r}$ and for $\mathcal{X}_{n, r}$ contained in [3, Lemma 2.5 and Lemma 2.6] are not applicable in our case since $\mathbf{w}(\xi)$ cannot be guaranteed to be of absolute value 1. However, $w$ will be a number close to 1 . Therefore, we will have to produce our own estimates for such $w$.

Lemma 2.4. Let $w$ be a complex number with $|1-w|<1, n, r$ be positive integers and $R_{n, r}$ be defined by (6). Then

$$
\left|R_{n, r}(w)\right| \leq \frac{\Gamma(r+1+1 / n)}{r!4^{r} \Gamma(1 / n)} \cdot \frac{|w-1|^{2 r+1}}{\left(1-|w-1|^{r+1-1 / n}\right.}
$$

Proof. Setting $\zeta=(1-\lambda)+\lambda w$ yields

$$
R_{n, r}(w)=\frac{\Gamma(r+1+1 / n)}{r!\Gamma(1 / n)}(w-1)^{2 r+1} \int_{0}^{1} \frac{\lambda^{r}(1-\lambda)^{r}}{(1+\lambda(w-1))^{r+1-1 / n}} d \lambda
$$

Using the estimates $\lambda(1-\lambda) \leq 1 / 4$ and $|1+\lambda(w-1)| \geq 1-|w-1|$ yields the result.
We now estimate $\mathcal{X}_{n, r}(w)$ in a neighbourhood of 1 :
Lemma 2.5. Let $w$ be a complex number with $|1-w|<1$. Then we have

$$
\left|\mathcal{X}_{n, r}(w)\right| \leq \frac{\Gamma(1-1 / n) r!}{\Gamma(r+1-1 / n)}\left(4^{r}\left(\frac{1+|w|}{2}\right)^{r+1 / n}+\frac{4 e^{2 / n}}{\pi} \cdot \frac{1}{(2 \sqrt{3})^{r+1}}|1-w|^{2 r+1}|w|^{1 / n}\right)
$$

Proof. By residue calculus, we obtain (cf. [3, Lemma 2.6])

$$
\mathcal{X}_{n, r}(w)=(-1)^{r} \frac{\Gamma(1-1 / n) r!}{2 \pi i \Gamma(r+1-1 / n)} \oint_{\mathcal{C}} \zeta^{-r-1}(1-\zeta)^{r-1 / n}(1-w \zeta)^{r+1 / n} d \zeta
$$

where $\mathcal{C}$ is a circle around the origin with radius smaller than $\max \{1,1 /|w|\}$ and the branches $(1-\zeta)^{r-1 / n}$ and $(1-w \zeta)^{r+1 / n}$ are chosen such that for $\zeta=0$, both functions equal 1 , and they are analytically continued in the appropriate way.


Figure 1. Integration path $\mathcal{C}^{\prime}$ for Lemma 2.5.

It is more convenient to estimate the integral on a circle of radius 1 . Thus we extend the circle $\mathcal{C}$ to a cycle $\mathcal{C}^{\prime}$, which is a circle of radius 1 except that if $|w|>1$, it excludes the point $1 / w$, cf. Figure 1.

On the circle with radius 1 , the integrand can be estimated by $2^{r-1 / n}(1+|w|)^{r+1 / n}$. Each of the two line segments has length $|1-1 / w|$. The angle between the line connecting 1 and $1 / w$ and the line connecting 0 and $1 / w$ is at least $\pi / 3$ since $|1 / w|<1$ and $|1-w|<1$. Thus $|\zeta| \geq \sqrt{3} / 2 \cdot|1 / w|$ on the line segments. To estimate the remaining factors of the integrand, we note that the inequality between the weighted geometric and arithmetic means implies

$$
\begin{aligned}
|1-\zeta|^{r-1 / n}|\zeta-1 / w|^{r+1 / n} \leq\left(\frac{r-1 / n}{2 r}|1-\zeta|\right. & \left.+\frac{r+1 / n}{2 r}|\zeta-1 / w|\right)^{2 r} \\
& \leq \frac{|1-1 / w|^{2 r}}{2^{2 r}}\left(1+\frac{1}{n r}\right)^{2 r} \leq \frac{|1-1 / w|^{2 r}}{2^{2 r}} e^{2 / n}
\end{aligned}
$$

Collecting all these estimates yields the assertion of the lemma.
Inserting a rational integer $\xi$ close to $\alpha$ in the polynomials $\mathbf{A}_{r}, \mathbf{B}_{r} \in K[X]$ constructed in Lemma 2.1 gives us $\mathbf{A}_{r}(\xi), \mathbf{B}_{r}(\xi) \in K$ such that $\left|\alpha \mathbf{A}_{r}(\xi)-\mathbf{B}_{r}(\xi)\right|$ is small. In the sequel, we need integers instead; therefore, we will clear the denominators of $\mathbf{A}_{r}$ and $\mathbf{B}_{r}$ and estimate the effect of this operation by the following lemma.

Lemma 2.6 ([15, Proposition 2]). Let $r$ be a positive integer, $\Delta_{3, r}$ be the least common multiple of the denominators of the coefficients of $\mathcal{X}_{3, r}$, and $N_{3, r}$ be the greatest common divisor of the numerators of the coefficients of $\mathcal{X}_{3, r}(1-3 \sqrt{3} X)$. Then $\Delta_{3, r} / N_{3, r} \mathcal{X}_{3, r}(1-3 \sqrt{3} X)$ is a polynomial with (algebraic) integer coefficients and we have

$$
\frac{4^{r} \Delta_{3, r}}{N_{3, r}} \cdot \frac{\Gamma(2 / 3) r!}{\Gamma(r+2 / 3)}<1.9 e^{0.83 r} \quad \text { and } \quad\left(\frac{27}{4}\right)^{r} \cdot \frac{\Delta_{3, r}}{N_{3, r}} \cdot \frac{\Gamma(r+4 / 3)}{\Gamma(1 / 3) r!}<0.87 e^{1.3 r}
$$

Here, we exactly use the result of [15].
Finally, the second key lemma is that if we have a sequence of good approximations of $\alpha$, we obtain an effective irrationality measure:

Lemma 2.7 ([3, Lemma 2.8]). Let $t$ be an integer in an imaginary quadratic number field and let $\alpha \in \mathbb{C}$. Suppose that there exist real numbers $k_{0}, \ell_{0}>0$ and $E, Q>1$ such that for all positive integers $r$ there are integers $p_{r}, q_{r} \in \mathbb{Z}_{\mathbb{Q}(t)}$ with $\left|q_{r}\right|<k_{0} Q^{r}$ and $\left|q_{r} \alpha-p_{r}\right| \leq \ell_{0} E^{-r}$ satisfying $p_{r} q_{r+1} \neq p_{r+1} q_{r}$ for all $r$. Then for any integers $p$ and $q$ in $\mathbb{Z}_{\mathbb{Q}(t)}$ with $|q| \geq 1 /\left(2 \ell_{0}\right)$, we have

$$
\left|\alpha-\frac{p}{q}\right|>\frac{1}{c|q|^{\kappa+1}}, \text { where } c=2 k_{0} Q\left(2 \ell_{0} E\right)^{\kappa} \text { and } \kappa=\frac{\log Q}{\log E} \text {. }
$$

In [3], this lemma has been proved for rational integers $t$. However, the only point where this assumption is used is in the conclusion that any nonzero integer $p$ has absolute value at least 1. This is also true in imaginary quadratic number fields, hence their proof can be copied letter by letter.

## 3. An effective measure of irrationality (Proof of Theorem 1)

We now concentrate on the polynomial $f_{t}(X)=F_{t}(X, 1)=X^{3}-(t-1) X^{2}-(t+2) X-1$ for an imaginary quadratic integer $t$ and prove the effective measure of irrationality stated in Theorem 1.

For $|t| \geq 9$, Rouché's theorem with the comparison function $(t+2) X+1$ shows that $f_{t}(X)$ indeed has exactly one root $\alpha$ with absolute value at most $1 / 4$.

We set $n=3$, choose $\mathbf{P}=f_{t}$ and $\mathbf{U}(X)=X^{2}+X+1$ and check that (3) holds. As an approximation $\xi$ to a root of $\mathbf{P}(X)$ we choose $\xi=0$. We calculate the parameters of Lemma 2.1:

$$
\begin{aligned}
\lambda & =-\frac{3}{4}, & \mathbf{Y}(0) & =-1-2 t, \\
\mathbf{a}(0) & =\frac{2}{3}(\sqrt{-3}-3), & \mathbf{c}(0) & =-\frac{4}{3} \sqrt{-3}, \\
\mathbf{b}(0) & =\frac{2}{3}(\sqrt{-3}+3), & \mathbf{d}(0) & =-\frac{4}{3} \sqrt{-3}, \\
u:=\mathbf{u}(0) & =\frac{(2 t+1) \sqrt{-3}+9}{18}, & z:=\mathbf{z}(0) & =\frac{(2 t+1) \sqrt{-3}-9}{18} .
\end{aligned}
$$

For positive integers $r$, we set

$$
M_{r}=\left(\frac{9}{2}\right)^{r} \cdot \frac{3}{4} \cdot \frac{\Delta_{3, r}}{N_{3, r}}, \quad p_{r}=M_{r} \mathbf{B}_{r}(0), \quad q_{r}=M_{r} \mathbf{A}_{r}(0)
$$

where $\Delta_{3, r}$ and $N_{3, r}$ have been defined in Lemma 2.6 and $\mathbf{A}_{r}$ and $\mathbf{B}_{r}$ have been defined in Lemma 2.1.

Lemma 3.1. $p_{r}$ and $q_{r}$ are elements of $\mathbb{Z}_{\mathbb{Q}(t)}$.
Proof. Since $M_{r} \in \mathbb{Q}$ and $\mathbf{A}_{r}(0)$ and $\mathbf{B}_{r}(0)$ are elements of $\mathbb{Q}(t)$ by Lemma 2.1, we immediately see that $p_{r}$ and $q_{r}$ are also elements of the field $\mathbb{Q}(t)$.

We have

$$
\begin{aligned}
q_{r}=\sqrt{-3}(-1)^{r}\left(\zeta_{6}(3 \sqrt{-3} u)^{r} \frac{\Delta_{3, r}}{N_{3, r}} \mathcal{X}_{3, r}\right. & \left(1-3 \sqrt{3} i \frac{1}{3 \sqrt{-3} u}\right) \\
& \left.-\bar{\zeta}_{6}(3 \sqrt{-3} z)^{r} \frac{\Delta_{3, r}}{N_{3, r}} \mathcal{X}_{3, r}\left(1-3 \sqrt{3}(-i) \frac{1}{3 \sqrt{-3} z}\right)\right)
\end{aligned}
$$

where $\zeta_{6}=(1+\sqrt{-3}) / 2, \bar{\zeta}_{6}=(1-\sqrt{-3}) / 2$ is its complex conjugate and where the relations $z / u=1-(u-z) / u=1+\mathbf{P}(0) / u=1-1 / u$ and $u / z=1+1 / z$ have been used.

We note that the numbers

$$
3 \sqrt{-3} u=3 \zeta_{6}-t-2, \quad 3 \sqrt{-3} z=-3 \zeta_{6}-t+1
$$

are algebraic integers.
From Lemma 2.6, we conclude that $q_{r}$ is an algebraic integer, hence it belongs to $\mathbb{Z}_{\mathbb{Q}(t)}$. The computation for $p_{r}$ runs along the same lines.

We estimate $q_{r}$ using

$$
\begin{equation*}
|u|,|z| \leq \frac{|t|}{3 \sqrt{3}}+0.51, \quad|w-1|=\frac{1}{|u|} \leq \frac{3 \sqrt{3}}{|t|}+\frac{14.6}{|t|^{2}}, \quad\left|\frac{1}{w}-1\right|=\frac{1}{|z|} \leq \frac{3 \sqrt{3}}{|t|}+\frac{14.6}{|t|^{2}} \tag{7}
\end{equation*}
$$

Equation (4), Lemma 2.5 and Lemma 2.6 yield

$$
\begin{equation*}
\left|q_{r}\right| \leq k_{0} Q^{r} \text { for } Q=e^{0.83}|t|+6.08 \text { and } k_{0}=6.59+\frac{6.19}{|t|} \tag{8}
\end{equation*}
$$

Before estimating $q_{r} \alpha-p_{r}$, we verify that

$$
\rho:=\frac{\mathbf{c}(0) \mathbf{w}(0)^{1 / 3}-\mathbf{d}(0)}{\mathbf{a}(0) \mathbf{w}(0)^{1 / 3}-\mathbf{b}(0)}
$$

is a root of $\mathbf{P}(X)$ satisfying

$$
\begin{equation*}
|\rho| \leq \frac{1}{|t|}+\frac{1.03}{|t|^{2}} \tag{9}
\end{equation*}
$$

Thus we have $\rho=\alpha$ which means that the coefficient of $\mathcal{X}_{n, r}^{*}(\mathbf{u}(0), \mathbf{z}(0))$ in (5) vanishes.
Using (7), (9), Lemma 2.4 and Lemma 2.6 yields

$$
\begin{equation*}
\left|q_{r} \alpha-p_{r}\right| \leq \ell_{0} E^{-r} \text { for } E=e^{-1.3 t}|t|-2.15, \text { and } \ell_{0}=\frac{7.83}{|t|}+\frac{65.16}{|t|^{2}} \tag{10}
\end{equation*}
$$

Combining (8), (10), Lemma 3.1 and Lemma 2.2 shows that we can apply Lemma 2.7 and obtain the assertions of Theorem 1.

## 4. Transformation Properties of the Thue Equation

In this section, we study elementary properties of solutions to (2) which will be used in both the hypergeometric and the linear form method. Among them, we will prove transformation properties of $F_{t}(X, Y)$ which help to reduce the number of cases that must be considered.

We recall that $f_{t}(X):=F_{t}(X, 1)$ and define the maps

$$
\begin{aligned}
& \Phi:(X, Y) \mapsto(-(X+Y), X) \\
& \phi: \quad X \mapsto-1-1 / X .
\end{aligned}
$$

Then we note the following identities.
Lemma 4.1. (1) $F_{t} \circ \Phi=F_{t}$,
(2) $f_{t}(\phi(X))=X^{-3} f_{t}(X)$,
(3) $\Phi \circ \Phi \circ \Phi=\mathrm{id}$,
(4) $\phi \circ \phi \circ \phi=\mathrm{id}$,
(5) $\Phi$ acts on the solutions to $F_{t}(x, y)=\mu$,
(6) $\phi$ acts on the roots of $f_{t}$,
(7) Tables 1 and the online Table [9] are invariant under $\Phi$,
(8) $F_{-1-t}(-Y,-X)=F_{t}(X, Y)$,
(9) Online Table [9] is invariant under the map $(t, x, y) \mapsto(-1-t,-y,-x)$.

Proof. The assertions can be verified by straightforward computations.
We first deal with very small solutions to the Thue equation.
Lemma 4.2. All solutions $(x, y) \in \mathbb{Z}_{\mathbb{Q}(t)}$ to (2) with $\min \{|y|,|x+y|,|x|\}<3$ are listed in Table 1 or in online Table [9].

Proof. In view of Lemma 4.1, we only have to prove this assertion for $|y|<3$. This has been done for $|t|>4$ and $|y|<\sqrt{5}$ in [11, Lemma 5].

To extend this to $\sqrt{5} \leq|y|<3$ or $|t| \leq 4$, we follow the lines of that proof, perform the necessary computations (less than 1 minute CPU time on a Pentium IV with 2 GHz using Mathematica ${ }^{\circledR}$ ) and collect the arising special cases in online Table [9].

In the case $\operatorname{Re} t=-1 / 2$, we can use the identities of Lemma 4.1 to derive a certain amount of information on the roots of $f_{t}$.

Lemma 4.3. Let $\operatorname{Re} t=-1 / 2$. Then the roots $\alpha^{(1)}, \alpha^{(2)}, \alpha^{(3)}$ of $f_{t}$ can be numbered in such $a$ way that $\alpha^{(k+1)}=\phi\left(\alpha^{(k)}\right), k \in\{1,2\}$, and

$$
\begin{aligned}
\operatorname{Re} \alpha^{(1)} & =-1 / 2, \\
\left|\alpha^{(2)}\right| & =1, \\
\alpha^{(1)} \overline{\alpha^{(3)}} & =1, \\
\operatorname{Im} \alpha^{(2)} & =\operatorname{Im} \alpha^{(3)}, \\
\operatorname{Re} \alpha^{(2)}+\operatorname{Re} \alpha^{(3)} & =-1 .
\end{aligned}
$$

Proof. We have $(-1-t)=\bar{t}$. Thus every root $\alpha$ of $f_{t}$ satisfies

$$
0=F_{t}(\alpha, 1)=F_{-1-t}(-1,-\alpha)=-\alpha^{3} F_{\bar{t}}\left(\frac{1}{\alpha}, 1\right)=-\alpha^{3} \overline{F_{t}\left(\frac{1}{\bar{\alpha}}, 1\right)}
$$

which implies that $1 / \bar{\alpha}$ is also a root of $f_{t}$. It follows that there must be at least one root of $f_{t}$, say $\alpha^{(2)}$, satisfying $\alpha^{(2)} \overline{\alpha^{(2)}}=1$. We set $\alpha^{(3)}=\phi\left(\alpha^{(2)}\right)$ and $\alpha^{(1)}=\phi\left(\alpha^{(3)}\right)$. From $\alpha^{(2)}=\phi\left(\alpha^{(1)}\right)$ we conclude that

$$
1=\alpha^{(2)} \overline{\alpha^{(2)}}=\left(-1-\frac{1}{\alpha^{(1)}}\right)\left(-1-\frac{1}{\overline{\alpha^{(1)}}}\right)
$$

which yields $\operatorname{Re} \alpha^{(1)}=-1 / 2$. Furthermore, we have

$$
\alpha^{(3)}=-1-\frac{1}{\alpha^{(2)}}=-1-\overline{\alpha^{(2)}} .
$$

In particular, this means $\operatorname{Im} \alpha^{(2)}=\operatorname{Im} \alpha^{(3)}$ and $\operatorname{Re} \alpha^{(2)}+\operatorname{Re} \alpha^{(3)}=-1$. This implies that $\alpha^{(2)}$ and $\alpha^{(3)}$ lie symmetrically with respect to the line $\operatorname{Re} z=-1 / 2$. Finally, we have $\overline{\alpha^{(3)}}=-1-\alpha^{(2)}$ and $\alpha^{(1)}=-1 /\left(1+\alpha^{(2)}\right)$, which implies that $\alpha^{(1)} \overline{\alpha^{(3)}}=1$.

We also need asymptotic estimates for the roots.
Lemma 4.4. Let $|t| \geq 6$. Then the roots of $f_{t}$ can be numbered such that $\alpha^{(k+1)}=\phi\left(\alpha^{(k)}\right)$, $k \in\{1,2\}$, and

$$
\begin{aligned}
\left|\alpha^{(1)}-\left(t+\frac{2}{t}-\frac{1}{t^{2}}-\frac{3}{t^{3}}+\frac{5}{t^{4}}\right)\right| & \leq \frac{159}{20|t|^{4}} \\
\left|\alpha^{(2)}-\left(-1-\frac{1}{t}+\frac{2}{t^{3}}-\frac{1}{t^{4}}\right)\right| & \leq \frac{541}{100|t|^{4}} \\
\left|\alpha^{(3)}-\left(-\frac{1}{t}+\frac{1}{t^{2}}+\frac{1}{t^{3}}-\frac{4}{t^{4}}\right)\right| & \leq \frac{193}{100|t|^{4}}
\end{aligned}
$$

If $\operatorname{Re} t=-1 / 2$, this numbering coincides with that of Lemma 4.3.
Proof. Set $B(1 / t)=t+2 t^{-1}-t^{-2}-3 t^{-3}+5 t^{-4}, h(z):=f_{t}(B(1 / t)+z)$, and $h_{1}(z)=h(z)-h(0)$. We check that for $|z|=r$ with $r=(159 / 20)|t|^{-4}$, we have $|h(0)|=\left|h_{1}(z)-h(z)\right|<\left|h_{1}(z)\right|$. Thus, by Rouché's theorem, the number of zeros of $h(z)$ for $|z|<r$ equals the number of zeros of $h_{1}(z)$ in the same region. This number is at least 1 , because we obviously have $h_{1}(0)=0$. Thus we fix such a root of $f_{t}$ and call it $\alpha^{(1)}$.

Applying $\phi$ twice, we get the other two estimates.
Similar estimates have been proved in [11, Lemma 4].
From now on, we assume that the roots $\alpha^{(1)}, \alpha^{(2)}, \alpha^{(3)}$ of $f_{t}(X)$ are numbered such that $\alpha^{(k+1)}=\phi\left(\alpha^{(k)}\right)$ for $k \in\{1,2\}$, i.e.,

$$
\begin{equation*}
\alpha^{(2)}=-1-\frac{1}{\alpha^{(1)}}, \quad \alpha^{(3)}=-\frac{1}{\alpha^{(1)}+1}, \tag{11}
\end{equation*}
$$

and additionally according to Lemma 4.3 or Lemma 4.4, if those are applicable, i.e., if $\operatorname{Re} t=-1 / 2$ or $|t| \geq 6$.

Obviously, we have

$$
\begin{equation*}
F_{t}(X, Y)=\prod_{k=1}^{3}\left(X-\alpha^{(k)} Y\right) \tag{12}
\end{equation*}
$$

Let $(x, y) \in \mathbb{Z}_{\mathbb{Q}(t)}^{2}$ be a solution to (2). For $k \in\{1,2,3\}$, we set $\beta^{(k)}:=\left(x-\alpha^{(k)} y\right)$. We say that $(x, y)$ is a solution of type $j \in\{1,2,3\}$, if

$$
\left|\beta^{(j)}\right|=\min _{1 \leq k \leq 3}\left|\beta^{(k)}\right|
$$

For $k \neq j$ we have

$$
|y| \cdot\left|\alpha^{(k)}-\alpha^{(j)}\right| \leq\left|\beta^{(k)}\right|+\left|\beta^{(j)}\right| \leq 2\left|\beta^{(k)}\right|,
$$

which implies that

$$
\begin{equation*}
\left|\beta^{(j)}\right|=\frac{1}{\prod_{k \neq j}\left|\beta^{(k)}\right|} \leq \frac{4}{|y|^{2} \prod_{k \neq j}\left|\alpha^{(j)}-\alpha^{(k)}\right|}=\frac{4}{|y|^{2}\left|f_{t}^{\prime}\left(\alpha^{(j)}\right)\right|} \tag{13}
\end{equation*}
$$

Lemma 4.5. Let $(x, y) \in \mathbb{Z}_{\mathbb{Q}(t)}^{2}$ be a solution of type $j$ to (2) with $|y| \geq 3$. Then $\Phi(x, y)$ is a solution of type $j^{\prime}$ to (2) with $j^{\prime} \equiv j+1(\bmod 3)$.
Proof. Let $r_{j}=\frac{4}{3^{3}\left|f_{t}^{\prime}\left(\alpha^{(j)}\right)\right|}$. Then (13) implies that

$$
\left|\frac{x}{y}-\alpha^{(j)}\right| \leq r_{j}
$$

We check that $\left|r_{j}\right|<\left|\alpha^{(j)}\right|$ (using Lemma 4.4 for $|t| \geq 6$ or a direct calculation for $|t|<6$ ). Then the image of the circle with center $\alpha^{(j)}$ and radius $r_{j}$ under the Möbius transform $\phi$ is again a circle $C$. For $|t|<6$, we directly check that this circle and the union of the circles with center $\alpha^{(k)}$ and radius $r_{k}$ for $k \equiv j, j-1(\bmod 3)$ are disjoint.

For $|t| \geq 6$, we do the same using the expressions from Lemma 4.4 and the circle $C^{\prime}$ with center $\alpha^{\left(j^{\prime}\right)}$ and radius $r_{j} /\left(\left|\alpha^{(j)}\right|^{2}-\left|\alpha^{(j)}\right| r_{j}\right)$ instead of $C$. This is sufficient since $C \subseteq C^{\prime}$.

Note that for $|t| \geq 20$, the assertion has already been proved in [11, Lemma 10].
We may summarize the findings of this section as follows:

- It is sufficient to find solutions with $\min \{|x|,|y|,|x+y|\} \geq 3$. (Lemma 4.2).
- It is sufficient to consider $t$ with $\operatorname{Re} t \geq-1 / 2$. (Lemma 4.1).
- It is sufficient to consider $t$ with $\operatorname{Im} t>0$ (Complex conjugation and the fact that the real case has already been solved by Thomas [19] and Mignotte [16]).
- For every $t$, it is sufficient to look for solutions of one type $j$.


## 5. Proof of Theorem 2 for large $t$

In this section, we consider solutions of type 3 for $|t| \geq 53$ with $x y \neq 0$. We first prove lower bounds for $y$. Then we find a contradiction to the irrationality measure in Theorem 1.

For this purpose, we need a very precise estimate of $\alpha^{(3)}$ :
Lemma 5.1. Let $|t| \geq 53$. Define $B(1 / t)$ as shown in Table 3. Then

$$
\left|\alpha^{(3)}-B(1 / t)\right| \leq 51387359556548586062194688143796511703.04 \cdot \frac{1}{|t|^{100}}
$$

Proof. Analogous to Lemma 4.4.
Inserting this (or a weaker) estimate for $\alpha^{(3)}$ in (13) yields the bound

$$
\begin{equation*}
\left|x-\alpha^{(3)} y\right| \leq \frac{4.01}{|t| \cdot|y|^{2}} \tag{14}
\end{equation*}
$$

We now use a gap principle motivated by ideas of Ziegler [23]:
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            +20935387440978698590499t -59 + 14811215682522276167814t -60 - 154901679465719078131456t -61
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            - 596599700203890683086638862t -71 - 4945546779999781803498158756t -72 + 8908381074139735647794765915t -73
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```

Table 3. Approximation $B(1 / t)$ to the root $\alpha^{(3)}$.

Lemma 5.2. Let $(x, y) \in \mathbb{Z}_{\mathbb{Q}(t)}$ be a solution to $F_{t}(x, y)=\mu$ of type $j=3$ with $x y \neq 0$ and $|t| \geq 53$. Then we have

$$
|y| \geq \frac{1}{67 \cdot 10^{18}}|t|^{42}
$$

Proof. We consider sequences $k_{m}$ and $C_{m}(m=1, \ldots, 25)$ defined as follows:

| $m$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $k_{m}$ | 0 | 1 | 1 | 2 | 2 | 3 | 3 | 4 | 4 | 5 | 6 | 6 | 7 | 8 | 10 |
| $C_{m}$ | 1 | $\frac{25}{126}$ | $\frac{100}{103}$ | $\frac{20}{43}$ | $\frac{100}{207}$ | $\frac{100}{731}$ | $\frac{100}{729}$ | $\frac{25}{158}$ | $\frac{100}{631}$ | $\frac{1}{152}$ | $\frac{10}{557}$ | $\frac{5}{278}$ | $\frac{1}{696}$ | $\frac{1}{702}$ | $\frac{1}{5340}$ |
| $m$ | 16 | 17 | 18 | 19 | 20 | 21 | 22 |  | 23 | 24 | 25 |  |  |  |  |
| $k_{m}$ | 12 | 14 | 16 | 18 | 20 | 23 | 27 | 30 | 36 | 42 |  |  |  |  |  |
| $C_{m}$ | $\frac{1}{60700}$ | $\frac{1}{153 \cdot 10^{3}}$ | $\frac{1}{168 \cdot 10^{4}}$ | $\frac{1}{663 \cdot 10^{6}}$ | $\frac{1}{743 \cdot 10^{5}}$ | $\frac{1}{209 \cdot 10^{8}}$ | $\frac{1}{531 \cdot 10^{11}}$ | $\frac{1}{221 \cdot 10^{10}}$ | $\frac{1}{18 \cdot 10^{14}}$ | $\frac{1}{67 \cdot 10^{18}}$ |  |  |  |  |  |

Note that $k_{m+1} \leq 3 k_{m} / 2+1$ for all $m \in\{1, \ldots, 24\}$.
We will inductively prove that $|y| \geq C_{m}|t|^{k_{m}}$ for $m=1, \ldots, 25$. For $m=1$, there is nothing to prove. So we assume that the assertion holds for some $m \in\{1, \ldots, 24\}$.

To simplify the presentation, we omit the subscript $m$ in $k_{m}, C_{m}$ where no ambiguity can arise.
From (14) we conclude that

$$
\begin{equation*}
\left|x-\alpha^{(3)} y\right| \leq \frac{4.01}{C^{3}} \cdot \frac{1}{|t|^{3 k+1}} \cdot|y| \tag{15}
\end{equation*}
$$

Combining this with Lemma 5.1, we obtain

$$
\begin{equation*}
|x-B(1 / t) y| \leq \frac{c_{1}}{|t|^{\min \{3 k+1,100\}}} \cdot|y|, \tag{16}
\end{equation*}
$$

where $c_{1}, c_{2}, \ldots$ will denote positive constants depending on $k_{m}, C_{m}$ and $k_{m+1}$, but not on $t, x$, or $y$.

We set $\ell=k_{m+1}-1$ and calculate polynomials $U_{\ell}(1 / T), V_{\ell}(1 / T) \in \mathbb{Z}[1 / T]$ of degree at most $\ell$ such that

$$
\begin{equation*}
\left|U_{\ell}(1 / t)-B(1 / t) V_{\ell}(1 / t)\right| \leq \frac{c_{2}}{|t|^{2 \ell+1}} \tag{17}
\end{equation*}
$$

Note that $U_{\ell}(1 / T) / V_{\ell}(1 / T)$ is the Pade approximant of order $(\ell, \ell)$ of $B(1 / T)$, in particular, the polynomials $U_{\ell}$ and $V_{\ell}$ always exist.

Multiplying (16) by $\left|t^{\ell} V_{\ell}(1 / t)\right| \leq c_{3}|t|^{\ell}$ yields

$$
\left|V_{\ell}(1 / t) t^{\ell} x-B(1 / t) V_{\ell}(1 / t) t^{\ell} y\right| \leq \frac{c_{1} c_{3}}{|t|^{\min \{3 k+1-\ell, 100-\ell\}}} \cdot|y|
$$

By replacing $B(1 / t) V_{\ell}(1 / t)$ with $U_{\ell}(1 / t)$-i.e., by applying (17)—, we obtain

$$
\begin{equation*}
\left|V_{\ell}(1 / t) t^{\ell} x-U_{\ell}(1 / t) t^{\ell} y\right| \leq \frac{c_{4}}{|t|^{\min \{3 k+1-\ell, 100-\ell, \ell+1\}}} \cdot|y|=\frac{c_{4}}{|t|^{\ell+1}} \cdot|y| \tag{18}
\end{equation*}
$$

We first consider the case that the left hand side vanishes, which is equivalent to

$$
x=\frac{U_{\ell}(1 / t)}{V_{\ell}(1 / t)} y
$$

Inserting this in $F_{t}$ and using our assumption $|y| \geq C|t|^{k}$, it turned out that

$$
\begin{equation*}
\left|F_{t}\left(\frac{U_{\ell}(1 / t)}{V_{\ell}(1 / t)} y, y\right)\right|>1 . \tag{19}
\end{equation*}
$$

This is a contradiction to $\left|F_{t}(x, y)\right|=1$.
By construction, the left hand side of (18) is the absolute value of an algebraic integer in $\mathbb{Z}_{\mathbb{Q}(t)}$. Since it does not vanish, it is at least 1. We obtain

$$
|y| \geq \frac{1}{c_{4}}|t|^{\ell+1} \geq C_{m+1}|t|^{k_{m+1}} \text { for } C_{m+1} \leq \frac{1}{c_{4}}
$$

Remark. Asymptotically, one should choose $\ell=k_{m+1}=\left\lfloor 3 k_{m} / 2\right\rfloor$ in each step. For the rather small bound $|t| \geq 53$, however, it turned out that the rather small increases yield better constants $C_{m}$. Note that several of the first steps even have $k_{m+1}=k_{m}$ and only improve the constant $C_{m}$ slightly. In fact, we built up a directed graph of such improvement steps and just displayed a path leading to an optimal (in the sense of the proposition below) bound. This took less than 4 minutes of CPU time.

The fact that (19) holds in every step is not completely surprising: It is quite probable that $\left|U_{\ell}(1 / t)-B(1 / t) V_{\ell}(1 / t)\right|$ is not only bounded by $c_{2} /|t|^{2 \ell+1}$ from above, but also by $c_{5} /|t|^{2 \ell+1}$ from below. If we assume this and use (15), we get

$$
\frac{4.01}{C^{3}|t|^{3 k+1}} \geq \frac{4.01}{|y|^{3}|t|} \geq\left|\frac{x}{y}-\alpha^{(3)}\right| \geq \frac{c_{6}}{|t|^{2 \ell+1}}
$$

which implies

$$
\begin{equation*}
|t|^{3 k-2 \ell} \leq \frac{4.01}{C^{3} c_{6}} \tag{20}
\end{equation*}
$$

As $2 \ell<3 k$ and $3 k-2 \ell$ is not too small in our cases, it is only a question of some luck that (20) yields a contradiction for $|t| \geq 53$. Actually, the condition (19) is equivalent to the conclusion of this consideration. Here, another reason why $\ell$ should not be too large (compared to $k$ ) becomes evident.

Proposition 5.3. Let $|t| \geq 53$ and $(x, y) \in \mathbb{Z}_{\mathbb{Q}(t)}$ be a solution to $F_{t}(x, y)=\mu$ of type $j=3$. Then we have $x y=0$.

Proof. We assume that $y \neq 0$, hence $|y| \geq 1$. By Lemma 5.2, this implies $|y| \geq|t|$. Thus we can apply Theorem 1. Together with (14), we obtain

$$
\frac{1}{746|t| \cdot|y|^{\kappa}} \leq\left|x-\alpha^{(3)} y\right| \leq \frac{4.01}{|t| \cdot|y|^{2}}
$$

This is equivalent to

$$
|y|^{2-\kappa} \leq 2991.46
$$

It is easily seen that $\kappa$ decreases monotonically in $|t|$ for $|t| \geq 53$. Thus inserting the lower bound for $|y|$ from Lemma 5.2, we get $|t| \leq 49$, a contradiction.

Combining Lemma 4.2, Lemma 4.5 and Proposition 5.3 proves Theorem 2 for $|t| \geq 53$.

## 6. Proof of Theorem 2 for small $t$

This section is devoted to the proof of the remaining case $(|t|<53)$ of Theorem 2.
We will now consider the values of $t$ with $t \in \mathcal{T}$ where

$$
\mathcal{T}:=\left\{t \text { imaginary quadratic integer }: \operatorname{Re} t \geq-1 / 2, \operatorname{Im} t>0,|t|<53, t \neq \frac{-1+3 \sqrt{-3}}{2}\right\}
$$

and we assume that $(x, y)$ is a solution to (2) of type 1 with $|y| \geq 3$ for some fixed value $t \in \mathcal{T}$. We will use the " $<$ " notation, where the implied constants may depend on $t$. Similarly, we will denote constants possibly depending on $t$ by $c_{1}, \ldots$. These constants are not required to be positive.

We extend the result of Lemma 4.2 to min $\{|y|,|x+y|,|x|\}<9$, which requires less than 4 hours of CPU time. Therefore, we may assume that $|y| \geq 9$.
Lemma 6.1. Let $t \in \mathcal{T}$ and $\alpha$ be a root of $f_{t}$. Then $\alpha$ and $\alpha+1$ are independent units of $\mathbb{Z}[\alpha]$. The index I of $\langle\zeta, \alpha, \alpha+1\rangle$ in the unit group of $\mathbb{Z}[\alpha]$ is bounded by

$$
I \leq 19.5 R \text { with } R=\left|\operatorname{det}\left(\begin{array}{ll}
\log \left|\alpha^{(1)}\right| & \log \left|\alpha^{(1)}+1\right| \\
\log \left|\alpha^{(2)}\right| & \log \left|\alpha^{(2)}+1\right|
\end{array}\right)\right|
$$

where $\zeta$ is a primitive $14^{\text {th }}$ root of unity, if $t=\sqrt{-7}$, and a root of unity in $\mathbb{Q}(t)$, otherwise.
Proof. We have

$$
1=\alpha\left(\alpha^{2}-(t-1) \alpha-(t+2)\right)=(\alpha+1)\left(2+t \alpha-\alpha^{2}\right)
$$

which implies that $\alpha$ and $(\alpha+1)$ are units in $\mathbb{Z}[\alpha]$.
For $|t| \geq 6$, Lemma 4.4 yields $R \geq 0.786 \log ^{2}|t|>0$. For all $|t|<6$, we obtain $R>0.1$. Thus $\alpha$ and $\alpha+1$ are independent units.

Let $\zeta$ be a root of unity in $\mathbb{Q}(\alpha)$. Thus $\mathbb{Q}(\zeta) / \mathbb{Q}$ is a cyclic Galois extension. From [11, Theorem 7$]$ we conclude that the only cyclic Galois extension of $\mathbb{Q}$ contained in $\mathbb{Q}(\alpha)$ is $\mathbb{Q}(t)$ unless $t=\sqrt{-7}$, where $\mathbb{Q}(\alpha) / \mathbb{Q}$ itself is cyclic. Since $\mathbb{Q}(\sqrt{-7})$ is not a subset of the field generated by the $9^{\text {th }}$ or $18^{\text {th }}$ roots of unity, $\zeta$ must be a $7^{\text {th }}$ or $14^{\text {th }}$ root of unity. The second possibility is more general.

By Friedman [5, Theorem B], the regulator of $\mathbb{Q}(\alpha)$ can be bounded by $\operatorname{Reg} \mathbb{Z}_{\mathbb{Q}(\alpha)} \geq 0.2052$. From Pohst and Zassenhaus [18, p. 361], we conclude that

$$
I=\left[\mathbb{Z}[\alpha]^{\times}:\langle\zeta, \alpha, \alpha+1\rangle\right] \leq\left[\mathbb{Z}_{\mathbb{Q}(\alpha)}^{\times}:\langle\zeta, \alpha, \alpha+1\rangle\right]=\frac{\operatorname{Reg}\langle\zeta, \alpha, \alpha+1\rangle}{\operatorname{Reg} \mathbb{Z}_{\mathbb{Q}(\alpha)}} \leq \frac{4 R}{0.2052} \leq 19.5 R .
$$

Unfortunately, the factor 4 in the numerator has been omitted in the corresponding result [11, Lemma 9].

Since $\beta^{(1)}$ is a unit by (12), there are rational integers $u_{0}, u_{1}$ and $u_{2}$ such that

$$
\begin{equation*}
\left(\beta^{(k)}\right)^{I}=\left(\zeta^{(k)}\right)^{u_{0}}\left(\alpha^{(k)}\right)^{u_{1}}\left(\alpha^{(k)}+1\right)^{u_{2}} \tag{21}
\end{equation*}
$$

for $k \in\{1,2,3\}$.

For $k \neq 1$, we have

$$
\begin{equation*}
\log \left|\beta^{(k)}\right|=\log |y|+\log \left|\alpha^{(1)}-\alpha^{(k)}\right|+\delta_{k} \tag{22}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta_{k}=\log \left|1+\frac{\beta^{(1)}}{y\left(\alpha^{(1)}-\alpha^{(k)}\right)}\right| \ll \frac{1}{|y|^{3}} \tag{23}
\end{equation*}
$$

by (13).
Siegel's identity states

$$
\frac{\beta^{(2)}}{\beta^{(3)}} \cdot \frac{\alpha^{(1)}-\alpha^{(3)}}{\alpha^{(1)}-\alpha^{(2)}}=1-\frac{\beta^{(1)}}{\beta^{(3)}} \cdot \frac{\alpha^{(2)}-\alpha^{(3)}}{\alpha^{(2)}-\alpha^{(1)}} .
$$

We set

$$
\begin{aligned}
\Lambda_{1} & :=\log \left(\frac{\beta^{(2)}}{\beta^{(3)}} \cdot \frac{\alpha^{(1)}-\alpha^{(3)}}{\alpha^{(1)}-\alpha^{(2)}}\right) \\
\Lambda & :=\operatorname{Re} \Lambda_{1}=\log \left|\frac{\beta^{(2)}}{\beta^{(3)}} \cdot \frac{\alpha^{(1)}-\alpha^{(3)}}{\alpha^{(1)}-\alpha^{(2)}}\right|
\end{aligned}
$$

where $\log$ denotes the principal branch of the complex $\operatorname{logarithm,~i.e.,~}-\pi<\operatorname{Im} \log z \leq \pi$.
From (13), (22), and (23) we conclude that

$$
\begin{equation*}
|\Lambda| \leq\left|\Lambda_{1}\right| \ll \frac{1}{|y|^{3}} . \tag{24}
\end{equation*}
$$

Using (11) and (21), we rewrite the linear form $\Lambda_{1}$ as

$$
\begin{equation*}
\Lambda_{1}=\frac{v_{1}}{I} \log \left(\alpha^{(1)}\right)+\frac{v_{2}}{I} \log \left(\alpha^{(2)}\right)+\frac{v_{0}}{w I} \log (-1) \tag{25}
\end{equation*}
$$

where $v_{1}=u_{1}-u_{2}, v_{2}=2 u_{1}+u_{2}-I, v_{0}$ is a rational integer, and

$$
w= \begin{cases}7, & \text { if } t=\sqrt{-7} \\ 1, & \text { otherwise }\end{cases}
$$

Taking logarithms of the absolute values of (21) for $k \in\{2,3\}$ and using (22) yields

$$
\begin{equation*}
\frac{v_{2}}{I}=c_{1} \log |y|+c_{2} \delta_{2}+c_{3} \delta_{3}+c_{4} \tag{26}
\end{equation*}
$$

Unfortunately, the argument for excluding $\Lambda=0$ in [11] is incorrect.
Let $G$ denote the Galois group $\operatorname{Gal}\left(\mathbb{Q}\left(\alpha^{(1)}, \overline{\alpha^{(1)}}\right) / \mathbb{Q}\right)$. In [11], this Galois group has been computed depending on $t$. We first consider the case $|G|=18$ or $G \simeq C_{6}$. We check that

$$
\operatorname{det}\left(\begin{array}{ll}
\log \left(\alpha^{(1)} \overline{\alpha^{(1)}}\right) & \log \left(\alpha^{(2)} \overline{\alpha^{(2)}}\right) \\
\log \left(\alpha^{(2)} \overline{\alpha^{(2)}}\right) & \log \left(\alpha^{(3)} \overline{\alpha^{(3)}}\right)
\end{array}\right) \neq 0 \text { or } \operatorname{det}\left(\begin{array}{ll}
\log \left(\alpha^{(1)} \overline{\alpha^{(1)}}\right) & \log \left(\alpha^{(2)} \overline{\alpha^{(2)}}\right) \\
\log \left(\alpha^{(3)} \overline{\alpha^{(3)}}\right) & \log \left(\alpha^{(1)} \overline{\alpha^{(1)}}\right)
\end{array}\right) \neq 0
$$

respectively. Together with [11, Theorem 7], this implies that $\log \left|\alpha^{(1)}\right|$ and $\log \left|\alpha^{(2)}\right|$ are linearly independent over $\mathbb{Q}$. In this case, $\Lambda=0$ would imply that $v_{1}=v_{2}=0$. It turns out that this is a contradiction to (26) for $|y| \geq 9$.

We proceed as in [11]: We use Mignotte's version [17, Remark 4] of the estimate for linear forms in two logarithms due to Laurent, Mignotte, and Nesterenko [14] and apply it to $\Lambda$. This gives an upper bound for $|y|$ and also an upper bound $c_{6}$ for $\left|v_{2}\right|$ by (26) and Lemma 6.1. From (24), (25), Lemma 6.1, and (26) we conclude that

$$
\begin{equation*}
\left|\frac{v_{1}}{v_{2}}+\frac{\log \left|\alpha^{(2)}\right|}{\log \left|\alpha^{(1)}\right|}\right| \leq \frac{c_{5}}{|y|^{3}\left|v_{2}\right|} \leq \frac{1}{2\left|v_{2}\right|^{2}} \tag{27}
\end{equation*}
$$

for $|y| \geq c_{7}>0$. This implies that $v_{1} / v_{2}$ is a convergent to $-\frac{\log \left|\alpha^{(2)}\right|}{\log \left|\alpha^{(1)}\right|}$ by Lagrange's theorem.
We compute $-\frac{\log \left|\alpha^{(2)}\right|}{\log \left|\alpha^{(1)}\right|}$ numerically with high precision (100 decimal digits always suffice) and its convergents with denominator at most $c_{6}$. It turns out that for $|y| \geq c_{8} \geq c_{7}>0$, these convergents do not satisfy (27). This verification took almost 6 hours on a Pentium 4 with 2.8 GHz . For all
but 267 choices of $t$, the constant $c_{8}$ already equals 9 , which concludes the proof in these cases. The highest encountered value of $c_{8}$ has been 99. In the remaining cases of $t$ (usually with large absolute value of the discriminant) we considered all values of $y$ with $9 \leq|y|<c_{8}$. For each of them, (13) gives a list of a few possible values of $x$. It turned out that there are no such solutions. This took around two minutes on the above mentioned computer.

Next, we deal with the case $G \simeq S_{3}$. In these cases, $\log \left|\alpha^{(1)}\right|$ and $\log \left|\alpha^{(2)}\right|$ are linearly dependent over $\mathbb{Q}$. This is immediately obvious for $\operatorname{Re} t=-1 / 2$ by Lemma 4.3 . For the remaining 4 cases, this can also be verified. Choose integers $a$ and $b$ such that $a \log \left|\alpha^{(1)}\right|-b \log \left|\alpha^{(2)}\right|=0$. We conclude that $b I \Lambda=\left(v_{1} b+v_{2} a\right) \log \left|\alpha^{(1)}\right|$. We check that (24) implies

$$
\begin{equation*}
v_{1} b+v_{2} a=0 . \tag{28}
\end{equation*}
$$

Thus $\Lambda=0$ and we switch to the complex linear form $\Lambda_{1}$. Since we now have the relation (28), $\Lambda_{1}$ can also be written as a linear form in two logarithms. We therefore use the same procedure as outlined above (except that we now use Mignotte's bound in [2, A.13] which exactly deals with this kind of linear form). The computation took almost 10 minutes, 25 cases of $t$ needed the special search for solutions with $|y| \geq 9$. In one case this search had to be extended up to $|y| \leq 59$. During this procedure, one pair of solutions with $|y|=\sqrt{140}$ has been found and listed in online Table [9]. This completes the proof of Theorem 2.
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