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Figure 3.14: Mobility of the board (number of immediately available move options) after
each move in 10 random games

easily included. Like [4], we refer to the number of move options as the mobility of the
game configuration.

Beside the counting implementation, the main question is what consequences to derive
from the mobility. Cazenave [4] implements a greedy approach in the context of his
Reflexive Monte Carlo strategy. He discards all move candidates that do not lead to the
maximum mobility found among all tried candidates. From among the remaining candi-
dates with optimal mobility, he choses one uniformly randomly. In our implementations,
we use the mobility, for example, to sort the candidates in a complete tree search: on
each level of the tree, the children with higher mobility are visited first.

Besides judging good game configurations, mobility could also be used as a pruning
heuristic, to stop working on bad branches early. For example, if the mobility is very
low (say, ≤ 3), but the number of moves performed so far is also low, then it is intuitively
unlikely that this starting sequence can achieve a good total score. However, the mobility
cannot be used directly as a strict bound on the total achievable score, since performing
more moves can of course also increase the mobility again.

For illustration, consider the mobility characteristics of different games in Figures 3.14
and 3.15. The first, Figure 3.14, shows how the mobility of the board evolves in a number
of random games. The games were played by choosing uniformly random moves, as in
Subsection 3.2.1. All games have in common that mobility drops in the first 12–20
moves. In the better games, there is typically a second peak, followed by another quick
drop, after which the game is over.
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