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Abstract

Let f(x) be a 1-periodic function of bounded variation having mean zero, and let
(nk)k≥1 be an increasing sequence of positive integers. Then a result of Baker implies the

upper bound
∣

∣

∣

∑N
k=1

f(nkx)
∣

∣

∣ = O
(√

N(log N)3/2+ε
)

for almost all x ∈ (0, 1) in the sense

of the Lebesgue measure. We show that the asymptotic order of
∣

∣

∣

∑N
k=1

f(nkx)
∣

∣

∣
is closely

connected with certain number-theoretic properties of the sequence (nk)k≥1, namely a
certain function involving the greatest common divisor function. More exactly, we give

an upper bound for the asymptotic order of
∣

∣

∣

∑N
k=1

f(nkx)
∣

∣

∣
in terms of the function

hN (n1, . . . , nN) =
∑

1≤k1,k2≤N

gcd(nk1
, nk2

)

max(nk1
, nk2

)
.

1 Introduction

Given a sequence of real numbers (xk)k≥1, the value

DN = DN (x1, . . . , xN ) = sup
0≤a<b<1

∣

∣

∣

∣

∣

∑N
k=1 1[a,b)(〈xk〉)

N
− (b − a)

∣

∣

∣

∣

∣

,

is called the discrepancy of the first N elements of (xk)k≥1. Here 1[a,b) is the indicator function
of the interval [a, b) and 〈x〉 denotes the fractional part of x. A sequence (xk)k≥1 is called
uniformly distributed modulo 1 (u.d. mod 1) if and only if

DN → 0 as N → ∞.
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By a classical theorem of Weyl [18] (see also Kuipers and Niederreiter [14, p. 32]) for any
sequence (nk)k≥1 of distinct positive integers

DN (nkx) → 0 a.e.,

which means that for almost all x ∈ (0, 1) (with respect to the Lebesgue measure) the sequence
(nkx)k≥1 is u.d. mod 1 (for abbreviation we write DN (nkx) instead of DN (n1x, . . . , nNx)).
The exact asymptotic order of DN (nkx) is only known in very few special cases: in the case
nk = k, where Kesten [12] proved

NDN (x)

log N log log N
→ 2

π2
in measure,

and in the case of lacunary (nk)k≥1, i.e. (nk)k≥1 satisfying the Hadamard gap condition

nk+1

nk
> q > 1, k ≥ 1,

where Philipp [17] proved the law of the iterated logarithm

1

4
≤ NDN (nkx)√

2N log log N
≤ Cq a.e.

(for precise results see Aistleitner [1] and Fukuyama [9]).

In the general case of a sequence (nk)k≥1 of distinct positive integers Cassels [5] and Erdős
and Koksma [8] proved independently that for any ε > 0

NDN (nkx) = O
(√

N (log N)5/2+ε
)

a.e.

(see also Drmota and Tichy [6, p. 154-159]). For strictly increasing (nk)k≥1 this was improved
by Baker [3] to

NDN (nkx) = O
(√

N (log N)3/2+ε
)

a.e., (1)

which is the best upper bound known to date.

Now, there is a close connection between discrepancy discussed above and sums of functions
of bounded variation, which is revealed by Koksma’s inequality: For a function f , satisfying
f(x + 1) = f(x) (we say f is 1-periodic) and having total variation Var[0,1] f in the unit
interval, and a sequence (xk)k≥1 of reals from the unit interval, Koksma’s inequality states
that

∣

∣

∣

∣

∣

∫ 1

0
f(x) dx − 1

N

N
∑

k=1

f(xk)

∣

∣

∣

∣

∣

≤ DN (xk)Var[0,1] f, N ≥ 1.

Thus Baker’s result implies that for any 1-periodic function f of bounded variation, satisfying
∫ 1

0
f(x) dx = 0,

and for any increasing sequence (nk)k≥1 of positive integers we have (for any ε > 0)
∣

∣

∣

∣

∣

N
∑

k=1

f(nkx)

∣

∣

∣

∣

∣

= O
(√

N (log N)3/2+ε
)

a.e.
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On the other hand, Berkes and Philipp [4] constructed an increasing sequence (n̄k)k≥1 of
integers, for which

lim sup
N→∞

∣

∣

∣

∑N
k=1 cos 2πn̄kx

∣

∣

∣

√
N log N

= ∞ a.e.,

which implies (again by means of Koksma’s inequality)

lim sup
N→∞

|NDN (n̄kx)|√
N log N

= ∞ a.e.

We can summarize these results as follows:

• For any increasing sequence (nk)k≥1 of positive integers,

NDN (nkx) = O
(√

N (log N)3/2+ε
)

a.e.

and the exponent of the logarithmic term can in general not be reduced below 1/2.

• For any increasing sequence (nk)k≥1 of positive integers, and any 1-periodic function f

of bounded variation, satisfying
∫ 1
0 f(x) dx = 0,

∣

∣

∣

∣

∣

N
∑

k=1

f(nkx)

∣

∣

∣

∣

∣

= O
(√

N (log N)3/2+ε
)

a.e.,

and the exponent of the logarithmic term can in general not be reduced below 1/2.

The purpose of this paper is to show that there exists a strong connection between the
asymptotic order of sums of the form

N
∑

k=1

f(nkx) (2)

and number-theoretic properties of the sequence (nk)k≥1. More exactly, we will show that
the asymptotic order of (2) can be estimated in terms of the value of hN = hN (n1, . . . , nN ),
which is defined by

hN (n1, . . . , nN ) =
∑

1≤k1,k2≤N

gcd(nk1, nk2)

max(nk1 , nk2)
, N ≥ 1.

Observe that trivially always hN ≥ N , since

hN (n1, . . . , nN ) ≥
∑

1≤k≤N

gcd(nk, nk)

max(nk, nk)
=

∑

1≤k≤N

1 = N, N ≥ 1.

Our main result is the following:
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Theorem 1 Let f(x) be a function satisfying

f(x + 1) = f(x),

∫ 1

0
f(x) dx = 0, Var[0,1] f < ∞, (3)

and let (nk)k≥1 be a strictly increasing sequence of positive integers. Let g(N) be a nondecreas-
ing positive function satisfying supN≥1 g(2N)/g(N) < ∞. Then for almost every x ∈ (0, 1)
we have

∣

∣

∣

∣

∣

N
∑

k=1

f(nkx)

∣

∣

∣

∣

∣

= O
(√

Ng(N)
)

, (4)

provided

∑

N≥1

(

log
(

(log N)hN (n1,...,nN )
N

))2

Ng(N)2
< ∞.

The result summed up in Theorem 1 obviously improves the better the asymptotic for hN

can be calculated. A related problem, namely to find the best possible bound for

∑

1≤k1,k2≤N

(gcd(nk1, nk2))
2

nk1nk2

. (5)

was solved by Gál [10]. He showed that for any sequence of distinct positive integers (n1, . . . , nN )
the value of (5) is bounded by

cN(log log N)2

for some absolute constant c, and that this upper bound is best possible. By the way, Koksma
[13] was the first who observed that this implies

∫ 1

0

(

N
∑

k=1

f(nkx)

)2

dx ≤ cN(log log N)2 (6)

for some constant c for any function f satisfying (3).

Finding a precise general upper bound for hN , i.e. a function H(N) such that

hN (n1, . . . , nN ) ≤ H(N)

for any sequence (n1, . . . , nN ) of distinct integers, appears to be much more difficult than
finding an upper bound for (5). Defining a function h̃N by

h̃N (n1, . . . , nN ) =
∑

1≤k1,k2≤N

gcd(nk1, nk2)√
nk1nk2

,

it is easy to see that always hN ≤ h̃N . The sum in h̃N seems to be more tractable than the
one in hN , but it is still very difficult to handle it. The first upper bound for the function
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h̃N (which is still the best known upper bound to date) was given by Dyer and Harman [7]
in 1986, who proved, for non-negative sequences (uk)k≥1 and (vk)k≥1 of reals,

∑

1≤k1,k2≤N

√
uk1vk2 gcd(nk1 , nk2)√

nk1nk2

≪





∑

1≤k1,k2≤N

uk1vk2e
c log(k1k2)

log log(k1k2)





1/2

≪
(

N
∑

k=1

uke
c log k

log log k

)1/2( N
∑

k=1

vke
c log k

log log k

)1/2

. (7)

Applied to our situation, where uk = 1, vk = 1, k ≥ 1, this gives

∑

1≤k1,k2≤N

gcd(nk1, nk2)√
nk1nk2

≪ Ne
c log N

log log N

Dyer and Harman also showed that the factor

e
c log N

log log N

in (7) can not be replaced by a factor smaller than

e
c
√

log N

log log N (8)

and in his book [11, p. 62] Harman writes that it is tempting to conjecture that the factor in
(8) gives the “correct” maximal order of magnitude.

Using the result of Dyer and Harman we see that the factor

(

log

(

(log N)hN (n1, . . . , nN )

N

))2

(9)

in our theorem is at most
(

c log N
log log N

)2
. Thus we get the following corollary to Theorem 1 :

Corollary 1 Let f(x) be a function satisfying (3) and let (nk)k≥1 be a strictly increas-
ing sequence of positive integers. Let g(N) be a nondecreasing positive function satisfying
supN≥1 g(2N)/g(N) < ∞. Then for almost every x ∈ (0, 1)

∣

∣

∣

∣

∣

N
∑

k=1

f(nkx)

∣

∣

∣

∣

∣

= O
(√

Ng(N)
)

,

provided
∑

N≥1

(log N)2

Ng(N)2(log log N)2
< ∞.

Baker’s result (1) is based on the estimate

(

∫ 1

0

(

max
1≤M≤N

MDM (nkx)

)2

dx

)1/2

≪
√

N(log N),
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or, formulated for f(nkx), on the estimate





∫ 1

0

(

max
1≤M≤N

∣

∣

∣

∣

∣

M
∑

k=1

f(nkx)

∣

∣

∣

∣

∣

)2

dx





1/2

≪
√

N(log N),

which yields
∣

∣

∣

∣

∣

N
∑

k=1

f(nkx)

∣

∣

∣

∣

∣

= O
(√

Ng(N)
)

a.e.

provided
∑

N≥1

(log N)2

Ng(N)2
< ∞.

In particular this implies

∣

∣

∣

∣

∣

N
∑

k=1

f(nkx)

∣

∣

∣

∣

∣

= O
(√

N(log N)3/2(log log N)1/2+ε
)

a.e.

for ε > 0. The proof of our theorem contains the estimate





∫ 1

0

(

max
1≤M≤N

∣

∣

∣

∣

∣

M
∑

k=1

f(nkx)

∣

∣

∣

∣

∣

)2

dx





1/2

≪
√

N(log N)(log log N)−1

which implies the following (use g(N) = ((log N)3/2(log log N)−1/2+ε in Corollary 1)

Corollary 2 Let f(x) be a function satisfying (3) and let (nk)k≥1 be a strictly increasing
sequence of positive integers. Then for almost every x ∈ (0, 1)

∣

∣

∣

∣

∣

N
∑

k=1

f(nkx)

∣

∣

∣

∣

∣

= O
(√

N(log N)3/2(log log N)−1/2+ε
)

(10)

This means that compared to Baker’s result our theorem gives a minimal gain of a factor
(log log N) in the general case. On the other hand, if the conjecture of Dyer and Harman is
true and in fact

hN (n1, . . . , nN ) ≪ Ne
c
√

log N

log log N (11)

for any sequence (n1, . . . , nN ) and any N ≥ 1, then our method would give





∫ 1

0

(

max
1≤M≤N

∣

∣

∣

∣

∣

M
∑

k=1

f(nkx)

∣

∣

∣

∣

∣

)2

dx





1/2

≪
√

N
√

log N(log log N)−1

and
∣

∣

∣

∣

∣

N
∑

k=1

f(nkx)

∣

∣

∣

∣

∣

= O
(√

N(log N)(log log N)−1/2+ε
)

a.e. (12)

This is obviously better than (10) (the difference is a factor
√

log N), but still does not answer
the question of the best possible exponent for the logarithmic term in such estimates. It is
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possible that a direct estimate for hN (instead of an estimate for h̃N ) could yield an even
stronger upper bound than (11), and may result in an further improvement of (12).

We strongly believe that (11) is true, but despite considerable efforts we have not been able
to prove it.

The condition supN≥1 g(2N)/g(N) < ∞ in the statement of the theorem and the corollary
is a technical condition which is used in the proof. The considerations above show that
typical examples for “interesting” values for g(N) are in the region of g(N) = log N or
g(N) = (log N)3/2. Thus it is no real restriction to require supN≥1 g(2N)/g(N) < ∞, which
is satisfied for slowly growing functions g(N). The factor (log N) in (9) is only relevant for
“small” values of hN , i.e. if hN is close to N . If hN > N log N the additional factor log N in
(9) is negligible.

An interesting problem that we did not touch so far is to which extent results like (1) or
(4) remain valid if the condition that (nk)k≥1 is increasing is dropped (we shall assume that
the nk’s are distinct instead), or how large the best possible exponent for the logarithmic
term is in this case. It is somehow natural to expect that the best possible upper bound
will be the same for increasing (nk)k≥1 as in the general case of not necessarily increasing
(nk)k≥1. However, for the proof of Baker’s results as well as for the proof of our Theorem
1 the Carleson-Hunt inequality is a crucial tool and in this last inequality the condition of
increasing nk’s is essential. As far as we know, in the case of not necessarily increasing (nk)k≥1

the best upper bound for DN (nkx) known to date is

NDN (nkx) = O
(√

N(log N)5/2+ε
)

a.e.

(cf. [5],[8]), and for f(nkx) the estimate

∣

∣

∣

∣

∣

N
∑

k=1

f(nkx)

∣

∣

∣

∣

∣

= O
(√

N(log N)3/2+ε
)

a.e.

can be deduced from (6), Lemma 1 below and the Borel-Cantelli lemma.

Some remarks on the notation: Throughout this paper c will stand for appropriate positive
numbers, not always the same, which may not depend on N or M (but may depend on f ,
g and (nk)k≥1), log x will mean the maximum of log x and 1, and P denotes the Lebesgue
measure on (0, 1).

2 Preparations

We will use the following inequality of Móricz, Serfling and Stout [15, Corollary 3.1]:

Lemma 1 Let X1, . . . ,XN be random variables, and let s(k1, k2) be a superadditive function,
i.e. a function satisfying

• s(M1,M2) ≥ 0, 1 ≤ M1 ≤ M2 ≤ N

• s(M1,M2) ≤ s(M1,M2 + 1), 1 ≤ M1 ≤ M2 < N
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• s(M1,M2) + s(M2 + 1,M3) ≤ s(M1,M3), 1 ≤ M1 ≤ M2 < M3 ≤ N.

Suppose that

E





M2
∑

k=M1

Xk





2

≤ s(M1,M2), 1 ≤ M1 ≤ M2 ≤ N.

Then

E



 max
1≤M≤N

(

M
∑

k=1

Xk

)2


 ≤ s(1, N)(1 + log2 N)2.

The following two lemmas will be used in the proof of Theorem 1.

Lemma 2 Let f(x) be a function satisfying (3), and let (n1, . . . , nN ) be a sequence of distinct
positive integers. Let J ≥ 1 and write r(x) for the J-th remainder term of the Fourier series
of f , i.e.

f(x) =
∞
∑

j=1

aj cos 2πjx + bj sin 2πjx, r(x) =
∞
∑

j=J

aj cos 2πjx + bj sin 2πjx.

Then
∫ 1

0

(

N
∑

k=1

r(nkx)

)2

dx ≤ hN (n1, . . . , nN )

J
.

Lemma 3 Let f(x) be a function satisfying (3), and let (n1, . . . , nN ) be an increasing se-
quence of distinct positive integers. Then

∫ 1

0
max

1≤M≤N

(

M
∑

k=1

f(nkx)

)2

dx ≤ c

(

log

(

(log N)hN (n1, . . . , nN )

N

))2

N.

Proof of Lemma 2: W.l.o.g. we assume that f(x) is an even function, i.e. the Fourier series
of f is of the form

f(x) ∼
∞
∑

j=1

aj cos 2πjx

(the proof in the general case is exactly the same). We can also assume w.l.o.g. that
Var[0,1] f ≤ 2, which implies (see Zygmund [19, p. 48])

|aj | ≤
1

j
, j ≥ 1.

Writing

r(x) =
∞
∑

j=J

aj cos 2πjx,

we have, because of the orthogonality of the trigonometric system,

∫ 1

0

(

N
∑

k=1

r(nkx)

)2

dx =
∑

1≤k1,k2≤N

∑

j1,j2≥J

∣

∣

∣

aj1aj2

2

∣

∣

∣
1(j1nk1 = j2nk2)

≤
∑

1≤k1,k2≤N

∑

j1,j2≥J

1

2j1j2
1(j1nk1 = j2nk2)

8



For fixed k1, k2 (w.l.o.g. nk1 ≤ nk2), using

∑

j≥J

1

j2
≤ 2

J
,

we have

∑

j1,j2≥J

1

2j1j2
1(j1nk1 = j2nk2) =

∑

j≥⌈J gcd(nk1
,nk2

)/nk1
⌉

(gcd(nk1 , nk2))
2

2j2nk1nk2

≤ 1

⌈J gcd(nk1, nk2)/nk1⌉
(gcd(nk1, nk2))

2

nk1nk2

≤ nk1

J gcd(nk1 , nk2)

(gcd(nk1 , nk2))
2

nk1nk2

≤ 1

J

gcd(nk1nk2)

max(nk1, nk2)
.

Thus

∫ 1

0

(

N
∑

k=1

r(nkx)

)2

dx ≤ 1

J

∑

1≤k1,k2≤N

gcd(nk1nk2)

max(nk1, nk2)
=

hN (n1, . . . , nN )

J
. �

Proof of Lemma 3: Again w.l.o.g. we may assume that f is even, and we set

p(x) =

J
∑

j=1

aj cos 2πjx, r(x) =

∞
∑

j=J+1

aj cos 2πjx,

where J will be specified later. By Minkowski’s inequality we have





∫ 1

0
max

1≤M≤N

(

M
∑

k=1

f(nkx)

)2

dx





1/2

≤





∫ 1

0
max

1≤M≤N

(

M
∑

k=1

p(nkx)

)2

dx





1/2

+





∫ 1

0
max

1≤M≤N

(

M
∑

k=1

r(nkx)

)2

dx





1/2

. (13)

9



Applying Minkowski’s inequality again we deduce





∫ 1

0
max

1≤M≤N

(

M
∑

k=1

p(nkx)

)2

dx





1/2

=





∫ 1

0
max

1≤M≤N





M
∑

k=1

J
∑

j=1

aj cos 2πjnkx





2

dx





1/2

≤
J
∑

j=1

|aj |





∫ 1

0
max

1≤M≤N

(

M
∑

k=1

cos 2πjnkx

)2

dx





1/2

≤
J
∑

j=1

1

j





∫ 1

0
max

1≤M≤N

(

M
∑

k=1

cos 2πjnkx

)2

dx





1/2

≤ (1 + log J)





∫ 1

0
max

1≤M≤N

(

M
∑

k=1

cos 2πnkx

)2

dx





1/2

. (14)

Now by the Carleson-Hunt inequality (see, e.g., the monographs of Arias de Reyna [2] or
Mozzochi [16])





∫ 1

0
max

1≤M≤N

(

M
∑

k=1

cos 2πnkx

)2

dx





1/2

≤ c





∫ 1

0

(

N
∑

k=1

cos 2πnkx

)2

dx





1/2

≤ c
√

N. (15)

On the other hand for 1 ≤ M1 ≤ M2 ≤ N Lemma 2 gives

∫ 1

0





M2
∑

k=M1

r(nkx)





2

dx ≤
h(M2−M1+1)(nM1, . . . , nM2)

J
.

It is easy to see that s(M1,M2) = h(M2−M1+1)(nM1, . . . , nM2) is superadditive as a function
of M1,M2. Thus we can use Lemma 1 and get





∫ 1

0
max

1≤M≤N

(

M
∑

k=1

r(nkx)

)2

dx





1/2

≤ c(log N)

(

hN (n1, . . . , nN )

J

)1/2

. (16)

Together (13), (14), (15) and (16) yield





∫ 1

0
max

1≤M≤N

(

M
∑

k=1

f(nkx)

)2

dx





1/2

≤ c(log J)
√

N + c(log N)

√

hN (n1, . . . , nN )√
J

,

and choosing

J = (log N)2
hN (n1, . . . , nN )

N

10



we finally arrive at





∫ 1

0
max

1≤M≤N

(

M
∑

k=1

f(nkx)

)2

dx





1/2

≤ c log

(

(log N)hN (n1, . . . , nN )

N

)√
N. �

3 Proof of Theorem 1

This section is devoted to the proof of Theorem 1. Our method is related to that of Baker
[3], but instead of the Erdős-Turán inequality we will use our Lemma 3.

Proof of Theorem 1: Fix some function g(N) satisfying the assumptions in Theorem 1. There
exists a constant c1 such that c1g(N) ≥ g

(

2M+1
)

for 2M + 1 ≤ N ≤ 2M+1, M ≥ 1. Define

AM :=

2M+1
⋃

N=2M+1

{

x ∈ (0, 1) :

∣

∣

∣

∣

∣

N
∑

k=1

f(nkx)

∣

∣

∣

∣

∣

> 2c1

√
Ng(N)

}

and

BM :=

{

x ∈ (0, 1) : max
2M+1≤N≤2M+1

∣

∣

∣

∣

∣

N
∑

k=1

f(nkx)

∣

∣

∣

∣

∣

>
√

2M+1g
(

2M+1
)

}

.

Then
AM ⊂ BM , M ≥ 1.

Since by Lemma 3

∫ 1

0
max

2M+1≤N≤2M+1

(

N
∑

k=1

f(nkx)

)2

dx

≤
∫ 1

0
max

1≤N≤2M+1

(

N
∑

k=1

f(nkx)

)2

dx

≤ c

(

log

(

Mh2M+1(n1, . . . , n2M+1)

2M+1

)√
2M+1

)2

,

Chebyshev’s inequality gives

P(AM ) ≤ P(BM ) ≤ c

(

log
(

Mh
2M+1(n1,...,n

2M+1)

2M+1

))2

g(2M+1)2
.

Thus we have that

∞
∑

M=1

P(AM ) ≤ c

∞
∑

M=1

(

log
(

Mh
2M+1 (n1,...,n

2M+1)

2M+1

))2

g(2M+1)2
< ∞

where the last inequality follows from the Cauchy condensation test and the assumption

∞
∑

N=1

(

log
(

(log N)hN (n1,...,nN )
N

))2

Ng(N)2
< ∞.

11



Hence the Borel-Cantelli lemma guarantees that all x ∈ (0, 1) are contained in only finitely
many AM ’s, except for a set of measure zero. Therefore for all x ∈ (0, 1), except a set of
measure zero, there exists a constant c(x) such that

∣

∣

∣

∣

∣

N
∑

k=1

f(nkx)

∣

∣

∣

∣

∣

≤ c(x)
√

Ng(N) for N ≥ 1,

which proves Theorem 1.
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