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#### Abstract

Let $q \geq 2$ be an integer. Then $-q$ gives rise to a number system in $\mathbb{Z}$, i.e., each number $n \in \mathbb{Z}$ has a unique representation of the form $n=c_{0}+c_{1}(-q)+\ldots+c_{h}(-q)^{h}$, with $c_{i} \in\{0, \ldots, q-1\}(0 \leq i \leq h)$. The aim of this paper is to investigate the sum of digits function $\nu_{-q}(n)$ of these number systems. In particular, we derive an asymptotic expansion for $$
\sum_{n<N}\left|\nu_{-q}(n)-\nu_{-q}(-n)\right|
$$ and obtain a Gaussian asymptotic distribution result for $\nu_{-q}(n)-\nu_{-q}(-n)$. Furthermore, we prove non-differentiability of certain continuous occurring in this context. We use automata and analytic methods to derive our results.


## 1. Introduction and Statement of Results

In this paper we study the sum of digits function of number systems with negative integer base. These number systems were first studied intensively by Knuth [19]. It is easy to prove that for an integer $q, q \geq 2$, every $n \in \mathbb{Z}$ has a unique representation of the form

$$
\begin{equation*}
n=c_{0}+c_{1}(-q)+c_{2}(-q)^{2}+\cdots+c_{h}(-q)^{h} \tag{1.1}
\end{equation*}
$$

with $c_{i} \in\{0,1, \ldots q-1\}(0 \leq i \leq h)$ and $c_{h} \neq 0$ for $h \neq 0$. Expression (1.1) is called the $(-q)$-adic representation of $n$. We denote the string of digits $c_{0}, c_{1}, \ldots, c_{h}$ of this representation by $(n)_{-q}$. The sum of digits function of $n$ is defined by

$$
\nu_{-q}(n)=c_{0}+c_{1}+\ldots+c_{h} .
$$

The sum of digits function of ordinary $q$-adic number systems ( $q \geq 2$ ) gained interest in the last thirty years. Delange [6] found an exact formula for its summatory function. He proved that

$$
\sum_{n<N} \nu_{q}(n)=\frac{q-1}{2} N \log _{q} N+N F\left(\log _{q} N\right)
$$

where $F$ is a continuous, nowhere differentiable function of period one. The Fourier coefficients of $F$ were computed by elementary methods in [6] and by means of standard methods from analytic number theory in [11].

[^0]Also for the sum of digits function with respect to negative bases an exact formula for the sum of digits function is known. One can show that (cf. [12, 25])

$$
\begin{equation*}
\sum_{|n|<N} \nu_{-q}(n)=(q-1) N \log _{q} N+N \Phi\left(\log _{q^{2}} N\right), \tag{1.2}
\end{equation*}
$$

where $\Phi$ is again a continuous function of period 1 .
The moments of the sum of digits function were calculated in $[5,18,23]$ in the case of positive $q$ and in [15] for negative $q$. Furthermore, we mention that Gelfond [14] studied the distribution of $\nu_{q}(n)$ in residue classes. This result has recently been extended to more general number systems in [26].

Dumont and Thomas [8] studied the moments of the sum of digits function in generalized number systems arising from substitutions and finite automata. They study the behaviour of sums of $f(\nu(n))$, where $\nu(n)$ denotes the sum of digits function of a number system associated to a substitution and $f$ is a real function subject to some growth conditions. Their results imply that $\nu(n)$ is asymptotically normally distributed. Similar results for number systems whose base sequences satisfy linear recurrences were obtained in [7]. Limit distributions for the $q$-adic sum of digits function on polynomial values are derived in [2].

In this paper we prove a result on the asymptotic distribution of $\nu_{-q}(n)-\nu_{-q}(-n)$. We use an estimate for certain exponential sums needed for the distribution result to give an asymptotic expansion for the sum of $\left|\nu_{-q}(n)-\nu_{-q}(-n)\right|$.

As we will show in Section 2, $\nu_{-q}(n)-\nu_{-q}(-n)$ can be generated by a finite state automaton from the $q$-adic expansion of $n$. But since its values can be arbitrarily large, it is no $q$-automatic function. On the other hand, it is a $(-q)$-additive function which is not $q$-additive, despite of the fact that it satisfies a weaker additivity property, which will be exploited in the proof of Theorem 2. Thus despite $\nu_{-q}(n)-\nu_{-q}(-n)$ is closely related to $q$-automatic as well as $q$-additive functions it does not belong to one of these classes.
For a general description of $q$-automatic and $q$-additive functions and the asymptotic of their summatory functions we refer to [4]; for an analytic approach to exact and asymptotic formulæ for summatory functions of $q$-additive functions we refer to [11, 21, 22]. A discussion of periodicity phenomena and non-differentiability of the remainder functions occurring in this context is given in [24].

Theorem 1. Let $\nu_{-q}(n)$ denote the sum of digits function with respect to the base $-q$ for an integer $q \geq 2$. Then the asymptotic formula

$$
\begin{equation*}
\sum_{n<N}\left(\nu_{-q}(n)-\nu_{-q}(-n)\right)=N G\left(\log _{q^{2}} N\right)+\mathcal{O}\left((\log N)^{2}\right) \tag{1.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{n<N}\left(\nu_{-q}(n)-\nu_{-q}(-n)\right)^{2}=2 r_{1}(q) N \log _{q} N+N H\left(\log _{q} N\right)+\mathcal{O}\left((\log N)^{3}\right) \tag{1.4}
\end{equation*}
$$

hold with continuous periodic functions $G(x)$ and $H(x)$ of period 1. $G(x)$ satisfies $G(x+$ $\left.\frac{1}{2}\right)=-G(x)$ and therefore has mean 0 . Furthermore,

$$
\begin{equation*}
\sum_{n<N}\left|\nu_{-q}(n)-\nu_{-q}(-n)\right|=2 \sqrt{\frac{r_{1}(q)}{\pi}} N \sqrt{\log _{q} N}+\frac{N}{\sqrt{\log _{q} N}} \Psi\left(\log _{q} N\right)+\mathcal{O}\left(\frac{N}{(\log N)^{\frac{3}{2}}}\right) \tag{1.5}
\end{equation*}
$$

hold, where

$$
\begin{equation*}
\Psi(x)=\frac{1}{2 \sqrt{\pi r_{1}(q)}} H(x)+\frac{r_{2}(q)}{2 \sqrt{\pi r_{1}(q)^{3}}}-\frac{1}{3 Q^{2} \sqrt{\pi r_{1}(q)}} \tag{1.6}
\end{equation*}
$$

and

$$
\begin{align*}
& r_{1}(q)=\frac{1}{6} \frac{(q-1)\left(q^{2}-4 q+7\right)}{(q+1)} \\
& r_{2}(q)=\frac{1}{180} \frac{(q-1)\left(q^{6}-11 q^{5}+82 q^{4}-322 q^{3}+577 q^{2}-371 q+76\right)}{(q+1)^{3}} ; \tag{1.7}
\end{align*}
$$

$Q=2$ if $q$ is even and $Q=1$ if $q$ is odd.
Theorem 2. The functions $G(x)$ and $H(x)$ in (1.3) and (1.4) are nowhere differentiable; therefore, by (1.6), $\Psi(x)$ in (1.5) is nowhere differentiable.

## Corollary 1.

$$
\begin{aligned}
\sum_{n<N} \min \left(\nu_{-q}(n), \nu_{-q}(-n)\right)= & \frac{q-1}{2} N \log _{q} N-\sqrt{\frac{r_{1}(q)}{\pi}} N\left(\log _{q} N\right)^{1 / 2}+\frac{1}{2} \Phi\left(\log _{q^{2}} N\right) N \\
& -\frac{1}{2} \Psi\left(\log _{q} N\right) \frac{N}{\left(\log _{q} N\right)^{1 / 2}}+\mathcal{O}\left(\frac{N}{(\log N)^{3 / 2}}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\sum_{n<N} \max \left(\nu_{-q}(n), \nu_{-q}(-n)\right)= & \frac{q-1}{2} N \log _{q} N+\sqrt{\frac{r_{1}(q)}{\pi}} N\left(\log _{q} N\right)^{1 / 2}+\frac{1}{2} \Phi\left(\log _{q^{2}} N\right) N \\
& +\frac{1}{2} \Psi\left(\log _{q} N\right) \frac{N}{\left(\log _{q} N\right)^{1 / 2}}+\mathcal{O}\left(\frac{N}{(\log N)^{3 / 2}}\right),
\end{aligned}
$$

where $\Phi$ and $\Psi$ are the periodic functions occurring in (1.2) and (1.5), respectively.
Theorem 3. Let $\nu_{-q}(n)$ denote the sum of digits function with respect to the base $-q$ for an integer $q \geq 2$. Then the quantity $\nu_{-q}(n)-\nu_{-q}(-n)$ is asymptotically normally distributed with mean 0 and variance $2 r_{1}(q) \log _{q} N$, i.e.

$$
\frac{1}{N} \#\left\{\begin{array}{l|l}
n<N & \frac{\nu_{-q}(n)-\nu_{-q}(-n)}{\sqrt{2 r_{1}(q) \log _{q} N}}<x \tag{1.8}
\end{array}\right\}=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{x} e^{-\frac{\xi^{2}}{2}} d \xi+\mathcal{O}\left(\frac{1}{\sqrt{\log N}}\right)
$$

where $r_{1}(q)$ is given by (1.7).

In order to prove these theorems we construct an automaton that maps the string of digits of the $q$-adic representation of $n$, denoted by $(n)_{q}$, to a string of digits, whose sum is $\nu_{-q}(n)-\nu_{-q}(-n)$. Using the accompanying matrix of this automaton we get an asymptotic expansion for the sum

$$
\begin{equation*}
\sum_{n<N} e^{i t\left(\nu_{-q}(n)-\nu_{-q}(-n)\right)} \tag{1.9}
\end{equation*}
$$

Starting from this expansion we will derive the result via Fourier transform.

## 2. Construction of the Automaton

Let $\delta_{j}(n, q)$ be the $j$-th digit in the $q$-adic representation of $n$. In this section we construct a transducer $\mathcal{A}$ (cf. [9, 20]), which produces the sequence of differences of digits $\delta_{j}(n,-q)-$ $\delta_{j}(-n,-q)$ from the sequence of digits of $n$. For the use of automata in the study of digital expansions we refer to $[1,13]$

We start with a description of the maps $(n)_{q} \mapsto(n)_{-q}$ and $(n)_{q} \mapsto(-n)_{-q}$ by means of transducers. We use the following notation: let $P$ and $Q$ be two states of a transducer. Then $\left(n \delta_{1}\right)^{P}=(n)^{Q} \delta_{2}$ indicates that there is an edge from $P$ to $Q$, marked with $\delta_{1} \mid \delta_{2}$. This means, if $P$ is the actual state and the automaton reads $\delta_{1}$ as the next digit, it moves to state $Q$ writing the digit $\delta_{2}$.


The automaton $\mathcal{A}^{+}$


The automaton $\mathcal{A}^{-}$

## Figure 1

$\mathcal{A}^{+}$is the transducer, corresponding to the map $(n)_{q} \mapsto(n)_{-q}$. It has four states $A, B$, $C$ and $D$ ( $A$ being the initial state). It is characterized by the following rules:

$$
\begin{array}{llll}
(n \delta)^{A}=(n)^{B} \delta & (0 \leq \delta \leq q-1), & (n 0)^{B}=(n)^{A} 0, & \\
(n \delta)^{B}=(n)^{C} q-\delta & (1 \leq \delta \leq q-1), & (n \delta)^{C}=(n)^{B} \overline{\delta+1} & (0 \leq \delta \leq q-2), \\
(n \overline{q-1})^{C}=(n)^{D} 0, & (n \delta)^{D}=(n)^{C} q-1-\delta, & (0 \leq \delta \leq q-1)
\end{array}
$$

$(\overline{a+b}$ indicates that $a+b$ is only one digit). Note that the states correspond to the possible carries that can occur. Since the sign of $(-q)^{k}$ changes, the automaton has to distinguish
between even and odd indices of digits: if the $j$-th digit has to be processed, then the automaton rests at $A$ or $C$ for odd $j$ and at $B$ or $D$ for even $j$.

The automaton $\mathcal{A}^{-}$, corresponding to the map $(n)_{q} \mapsto(-n)_{-q}$ also consists of four states $E, F, G, H$ ( $E$ being the initial state). It is defined by

$$
\begin{array}{lll}
(n 0)^{E}=(n)^{F} 0, & (n \delta)^{F}=(n)^{E} \delta & (0 \leq \delta \leq q-1), \\
(n \delta)^{E}=(n)^{H} \overline{q-\delta} & (1 \leq \delta \leq q-1), & (n \delta)^{H}=(n)^{E} \overline{\delta+1} \\
(n \overline{q-1})^{H}=(n)^{G} 0, & (n \delta)^{G}=(n)^{H} q-1-\delta, & (0 \leq \delta \leq q-2), \\
& (0 \leq q-1) .
\end{array}
$$



Figure 2. The automaton $\mathcal{A}$ producing $\nu_{-q}(n)-\nu_{-q}(-n)$

The transducer $\mathcal{A}$ is defined as the product automaton of $\mathcal{A}^{+}$and $\mathcal{A}^{-}$defined by Figure 1 , whose outputs are the differences of the outputs of $\mathcal{A}^{+}$and $\mathcal{A}^{-}$. The states of $\mathcal{A}$ are defined by

$$
U=(A, E), \quad V=(B, H), \quad W=(C, G), \quad X=(B, F), \quad Y=(C, E), \quad Z=(D, H)
$$

and $\mathcal{A}$ is depicted in Figure 2 (the remaining two states are never reached).
Remark 1. It can be immediately read off from this automaton that for odd $q$ the difference $\nu_{-q}(n)-\nu_{-q}(-n)$ is always even. This is a consequence of the fact that the sum of the outputs along any closed path from $U$ to $U$ is even.

In order to get the asymptotic of the sum (1.9) we need certain accompanying matrices of the automaton $\mathcal{A}$. For $0 \leq k \leq q-1$ define the $6 \times 6$ matrices $M_{k}=\left(m_{j_{1}, j_{2}}^{(k)}\right)$ in the following way (the states are numbered in their alphabetical order). If there is an edge from $j_{1}$ to $j_{2}$ in $\mathcal{A}$, marked with $k \mid \ell$, then $m_{j_{1}, j_{2}}^{(k)}=e^{i t \ell}$. Otherwise $m_{j_{1}, j_{2}}^{(k)}=0$. Furthermore
we define, using the abbreviation $z=e^{i t}$,

$$
M(t):=\sum_{k=0}^{q-1} M_{k}=\left(\begin{array}{cccccc}
0 & s_{1} & 0 & 1 & 0 & 0 \\
z^{-1} & 0 & z & 0 & s_{2} & 0 \\
0 & s_{1} & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & s_{1} & 0 \\
0 & s_{2} & 0 & z & 0 & z^{-1} \\
0 & 0 & 1 & 0 & s_{1} & 0
\end{array}\right)
$$

with

$$
s_{1}=z^{2-q}+z^{4-q}+\cdots+z^{q-4}+z^{q-2}=\frac{\sin (q-1) t}{\sin t}
$$

and

$$
s_{2}=z^{3-q}+z^{5-q}+\cdots+z^{q-5}+z^{q-3}=\frac{\sin (q-2) t}{\sin t}
$$

The eigenvalues of $M$ are given by

$$
\begin{aligned}
& \lambda_{1}=\frac{\left(1+s_{2}\right)+\sqrt{\left(1-s_{2}\right)^{2}+8 s_{1} \cos t}}{2} \\
& \lambda_{2}=\frac{-\left(1+s_{2}\right)-\sqrt{\left(1-s_{2}\right)^{2}+8 s_{1} \cos t}}{2} \\
& \lambda_{3}=\frac{-\left(1+s_{2}\right)+\sqrt{\left(1-s_{2}\right)^{2}+8 s_{1} \cos t}}{2} \\
& \lambda_{4}=1 \\
& \lambda_{5}=\frac{\left(1+s_{2}\right)-\sqrt{\left(1-s_{2}\right)^{2}+8 s_{1} \cos t}}{2} \\
& \lambda_{6}=-1
\end{aligned}
$$

For $t=0, \lambda_{3}=\lambda_{4}=1$ and $\lambda_{5}=\lambda_{6}=-1$, and the limit of the transformation matrices $S(t)$, formed by the eigenvectors of $M(t)$, is a singular matrix for $t \rightarrow 0$. Since we are especially interested in values of $t$ close to 0 , we replace $S(t)$ by the slightly different matrix

$$
T(t)=\left(\begin{array}{cccccc}
\frac{1-s_{2}+\sqrt{a_{1}}}{4 \cos t} & \frac{1-s_{2}+\sqrt{a_{1}}}{4 \cos t} & \frac{1-s_{2}-\sqrt{a_{1}}}{4 \cos t} & \frac{1}{2} a_{2} & \frac{1-s_{2}-\sqrt{a_{1}}}{4 \cos t} & \frac{1}{2} a_{2} \\
1 & -1 & -1 & -\frac{1}{z+1} & 1 & \frac{1}{z+1} \\
\frac{1-s_{2}+\sqrt{a_{1}}}{4 \cos t} & \frac{1-s_{2}+\sqrt{a_{1}}}{4 \cos t} & \frac{1-s_{2}-\sqrt{a_{1}}}{4 \cos t} & \frac{1}{2} a_{3} & \frac{1-s_{2}-\sqrt{a_{1}}}{4 \cos t} & \frac{1}{2} a_{3} \\
\frac{1-s_{2}+\sqrt{a_{1}}}{4 \cos t} & -\frac{1-s_{2}+\sqrt{a_{1}}}{4 \cos t} & -\frac{1-s_{2}-\sqrt{a_{1}}}{4 \cos t} & \frac{1}{2} a_{2} & \frac{1-s_{2}-\sqrt{a_{1}}}{4 \cos t} & -\frac{1}{2} a_{2} \\
1 & 1 & 1 & -\frac{1}{z+1} & 1 & -\frac{1}{z+1} \\
\frac{1-s_{2}+\sqrt{a_{1}}}{4 \cos t} & -\frac{1-s_{2}+\sqrt{a_{1}}}{4 \cos t} & -\frac{1-s_{2}+\sqrt{a_{1}}}{4 \cos t} & \frac{1}{2} a_{3} & \frac{1-s_{2}-\sqrt{a_{1}}}{4 \cos t} & -\frac{1}{2} a_{3}
\end{array}\right)
$$

with

$$
\begin{aligned}
& a_{1}=\left(1-s_{2}\right)^{2}+8 s_{1} \cos t \\
& a_{2}=\frac{4 s_{1} \cos t-4 z^{-1}\left(1+s_{2}\right) \cos t+2 i\left(1-s_{2}-\sqrt{a_{1}}\right) \sin t}{8 \sin ^{2} t \cos t} \\
& a_{3}=\frac{4 s_{1} \cos t-4 z\left(1+s_{2}\right) \cos t-2 i\left(1-s_{2}-\sqrt{a_{1}}\right) \sin t}{8 \sin ^{2} t \cos t}
\end{aligned}
$$

These matrices satisfy $\lim _{t \rightarrow 0} T(t)=T(0)$ with $T(0)$ regular, and furthermore, $D=$ $\left(d_{j_{1}, j_{2}}\right):=T(t)^{-1} M(t) T(t)$ is a diagonal matrix apart from the two nonzero entries $d_{3,4}$ and $d_{5,6}$. Note that for the entries on the diagonal we have $d_{j, j}=\lambda_{j}(1 \leq j \leq 6)$. It will be of importance later that none of the nonzero entries outside the diagonal is located in the first or second column or row. In fact, the first and the second eigenvalue are the dominant ones.

## 3. Asymptotic of an Exponential Sum

In this section we derive an asymptotic expansion of the sum (1.9). To this matter we use the matrices $M_{k}(t), M(t)$, and $T(t)$ of the previous section. The method of using matrices in order to get asymptotic expansions of digital sums is classical. It was for example applied in [16] in order to compute asymptotic for certain rarefied sums of the Thue-Morse Sequence. Similar ideas are also used in [23].

Proposition 1. There exists a $\delta(q)>0$ such that

$$
\begin{equation*}
\sum_{n<N} e^{i(t+Q a \pi)\left(\nu_{-q}(n)-\nu_{-q}(-n)\right)}=N^{\alpha_{q}(t)}\left(F_{t}^{(1)}\left(\log _{q} N\right)+i t F_{t}^{(2)}\left(\log _{q^{2}} N\right)\right)+\mathcal{O}(\log N) \tag{3.1}
\end{equation*}
$$

for $a \in \mathbb{Z}$ and $|t| \leq \delta(q)$, where

$$
\alpha_{q}(t)=\log _{q} \lambda_{1}(t)=1-\frac{r_{1}(q)}{\log q} t^{2}-\frac{r_{2}(q)}{\log q} t^{4}+\mathcal{O}\left(t^{6}\right)
$$

with

$$
r_{1}(q):=\frac{1}{6} \frac{(q-1)\left(q^{2}-4 q+7\right)}{(q+1)}
$$

and

$$
r_{2}(q):=\frac{1}{180} \frac{(q-1)\left(q^{6}-11 q^{5}+82 q^{4}-322 q^{3}+577 q^{2}-371 q+76\right)}{(q+1)^{3}} ;
$$

furthermore, $Q=2$, if $q$ is even, and $Q=1$ if $q$ is odd. The functions $F_{t}^{(1,2)}(x)$ are continuous and periodic with period 1 (with respect to $x$ ) and are even and $C^{\infty}$ with respect to $t$; furthermore, the following expansion around $t=0$ holds:

$$
\begin{equation*}
F_{t}^{(1)}\left(\log _{q} N\right)+i t F_{t}^{(2)}\left(\log _{q^{2}} N\right)=1+i t G\left(\log _{q^{2}} N\right)-\frac{t^{2}}{2} H\left(\log _{q} N\right)+\mathcal{O}\left(t^{3}\right) \tag{3.2}
\end{equation*}
$$

The functions $G$ and $H$ are the same as those occurring in the statement of Theorem 3 in (1.3) and (1.4). Finally,

$$
\sum_{n<N} e^{i(t+Q a \pi)\left(\nu_{-q}(n)-\nu_{-q}(-n)\right)}=\mathcal{O}\left(N^{\alpha}\right)
$$

for $\alpha=\alpha_{q}(\delta(q))<1$ for $\delta(q)<|t|<\frac{Q \pi}{2}$.
Proof. Since by Remark 1 everything is periodic with period $Q \pi$, we restrict ourselves to $a=0$. A simple discussion of the function $\left|\lambda_{1}(t)\right|$ shows that $\left|\lambda_{1}(t)\right|$ attains its maximum $q$ precisely for $t=0$ in the interval $\left[-\frac{Q \pi}{2}, \frac{Q \pi}{2}\right]$. Thus there exists a $\delta(q)$ such that $\left|\lambda_{1}(t)\right| \leq$ $\left|\lambda_{1}(\delta(q))\right|$ for $\delta(q) \leq|t| \leq \frac{Q \pi}{2}$.

First we want to represent the sum in terms of the matrices $T:=T(t), M_{j}:=M_{j}(t)$ and $M:=M(t)$. Let $n=\sum_{j=1}^{J} \eta_{j} q^{j}$ be the $q$-adic representation of $n$. Then

$$
\begin{equation*}
e^{i t\left(\nu_{-q}(n)-\nu_{-q}(-n)\right)}=\mathbf{v}_{1}^{T}\left(\prod_{j=0}^{J} M_{\eta_{j}}\right) M_{0}^{3} \mathbf{v}_{2} \tag{3.3}
\end{equation*}
$$

for $\mathbf{v}_{1}^{T}:=(1,0,0,0,0,0)$ and $\mathbf{v}_{2}^{T}:=(1,0,0,1,0,0)$. Multiplication by $M_{0}^{3}$ adds three leading zeros to the input, which takes care of the fact that the number of digits of $(n)_{-q}$ and $(-n)_{-q}$ can differ by at most three from the number of digits of $(n)_{q}$. This also forces the automaton to either stop at state $U$ or state X. Since we start from state U, the lefthand side of (3.3) is equal to the sum of the first and fourth entry of the first line in the matrix product. These entries are extracted by multiplication by the vectors $\mathbf{v}_{1}^{T}$ and $\mathbf{v}_{2}$.

In order to get a representation for the sum we define

$$
\tilde{f}(n):=\left(\prod_{j=0}^{J} M_{\eta_{j}}\right) \quad \text { and } \quad f(n):=\left(\prod_{j=0}^{J} M_{\eta_{j}}\right) M_{0}^{3}
$$

Furthermore, let

$$
\begin{equation*}
N=\sum_{k=0}^{K} \delta_{k} q^{k} \tag{3.4}
\end{equation*}
$$

be the $q$-adic representation of the integer $N$ and define

$$
N_{\ell}:=\sum_{k=\ell}^{K} \delta_{k} q^{k} \quad(0 \leq \ell \leq K)
$$

Since $f\left(N_{\ell+1}+n\right)=\tilde{f}(n) f\left(N_{\ell+1}\right)$ for $n<q^{\ell+1}$ we have

$$
\begin{aligned}
\sum_{n<N} f(n) & =\sum_{\ell=0}^{K} \sum_{N_{\ell+1} \leq n<N_{\ell}} f(n) \\
& =\sum_{\ell=0}^{K} \sum_{n<\delta_{\ell} q^{\ell}} \tilde{f}(n) f\left(N_{\ell+1}\right) \\
& =\sum_{\ell=0}^{K} M^{\ell} \sum_{j=0}^{\delta_{\ell}-1} M_{j}\left(\prod_{k=\ell+1}^{K} M_{\delta_{k}}\right) M_{0}^{3}
\end{aligned}
$$

Here we set $\sum_{j=0}^{-1} M_{j}=0$. Write $M^{\ell}=T D^{\ell} T^{-1}$ with $D$ as before. Since $D$ is "almost" a diagonal matrix, having only two nonzero entries $d_{3,4}$ and $d_{5,6}$ apart from the diagonal entries, we can split it in the following way. Write $D:=D_{1}+D_{2}+D_{3}$, where $D_{1}:=$ $\operatorname{diag}\left(\lambda_{1}, 0,0,0,0,0\right), D_{2}:=\operatorname{diag}\left(0, \lambda_{2}, 0,0,0,0\right)$ and $D_{3}:=D-D_{1}-D_{2}$ is a matrix having only zero entries in the first and second column and row. With that we have

$$
\begin{equation*}
\sum_{n<N} f(n)=\sum_{p=1}^{3} T \sum_{\ell=0}^{2 K} \tilde{D}_{p}^{\ell} T^{-1} \sum_{j=0}^{\delta_{\ell}-1} M_{j}\left(\prod_{k=\ell+1}^{2 K} M_{\delta_{k}}\right) M_{0}^{3}=P_{1}+P_{2}+P_{3} . \tag{3.5}
\end{equation*}
$$

First we deal with the sum $P_{1}$, corresponding to the matrix $D_{1}$. In order to extract the main term, we define for $x=\sum_{\ell=0}^{\infty} \frac{\delta_{\ell}}{q^{थ}}$

$$
\begin{equation*}
F_{1, t}\left(\log _{q} x\right)=E_{1}^{\log _{q} x} \sum_{\ell=0}^{\infty} E_{1}^{\ell} T^{-1} \sum_{j=0}^{\delta_{\ell}-1} M_{j} \prod_{k=0}^{\ell-1} M_{\delta_{\ell-k-1}} M_{0}^{3} \tag{3.6}
\end{equation*}
$$

with $E_{1}:=\operatorname{diag}\left(\lambda_{1}^{-1}, 0,0,0,0,0\right)$, where $F_{1, t}$ is a continuous periodic function of period 1 ; continuity is proved along the same lines as in [17]. With this definition we get

$$
P_{1}:=T D_{1}^{\log _{q} N} F_{1, t}\left(\log _{q} N-K\right)
$$

Further properties of $F_{1, t}$ will be collected in Lemma 1 below.
In order to get an expansion for the sum $P_{2}$ we have to take into account the fact that the powers of $\lambda_{2}$ have alternating signs for $t=0$. This causes a doubling of period lengths in the occurring periodic functions and yields mean 0 for the fluctuation (cf. [17]). To derive these fluctuations we write the expansion of $N$ in the form

$$
N=\sum_{k=0}^{2 L} \delta_{k} q^{k}
$$

with $L:=\left[\frac{K-1}{2}\right]+1$ (i.e., the representation has a leading zero, if $K$ is odd, and coincides with the former representation of $N$ in (3.4) if $K$ is even). Now we have

$$
P_{2}=\sum_{n<N} f(n)=T \sum_{\ell=0}^{2 L} D_{2}^{\ell} T^{-1} \sum_{j=0}^{\delta_{\ell}-1} M_{j}\left(\prod_{k=\ell+1}^{2 L} M_{\delta_{k}}\right) M_{0}^{3}
$$

Again we define a function $F_{2, t}$ in order to extract the main term. Let for $x=\sum_{\ell=0}^{\infty} \frac{\delta_{\ell}}{q^{\ell}}$

$$
\begin{equation*}
F_{2, t}\left(\log _{q} x\right)=\left(E_{2}^{2}\right)^{\log _{q} x} \sum_{\ell=0}^{\infty} E_{2}^{\ell} T^{-1} \sum_{j=0}^{\delta_{\ell}-1} M_{j} \prod_{k=0}^{\ell-1} M_{\delta_{\ell-k-1}} M_{0}^{3} \tag{3.7}
\end{equation*}
$$

with $E_{2}:=\operatorname{diag}\left(0, \lambda_{2}^{-1}, 0,0,0,0\right)$. This definition gives

$$
\begin{equation*}
P_{2}=T D_{2}^{2 L} F_{2, t}\left(\log _{q^{2}} N-L\right) . \tag{3.8}
\end{equation*}
$$

Further properties of $F_{2, t}$ will be collected in Lemma 1.
It remains to deal with the sum

$$
T \sum_{\ell=0}^{2 K} D_{3}^{\ell} T^{-1} \sum_{j=0}^{\delta_{\ell}-1} M_{j}\left(\prod_{k=\ell+1}^{2 K} M_{\delta_{k}}\right) M_{0}^{3} .
$$

This sum does not contribute to the leading terms of the expansion. In fact, we can estimate it in the following way. Since the matrix norms of the matrices $M_{j}(j=1, . ., 6)$ are less than or equal to 1 the norm of the product is $\mathcal{O}(1)$. Moreover, all the entries of the matrices $T$ are independent of $N$ and periodic in $t$. Thus their norms can also be bounded by an absolute constant. What remains is the matrix $D_{3}^{\ell}$. Since all its eigenvalues are $\leq 1$ for $|t|<\delta(q)$ and $\ell$ is less than or equal to $\log _{q} N$, we conclude that $\left\|D_{3}^{\ell}\right\|=\mathcal{O}$ (1) for $|t|<\delta(q)$. Taking into account the sum over $\ell$ we arrive at

$$
\left\|P_{3}\right\|=\mathcal{O}(\log N)
$$

for $|t|<\delta(q)$.
Lemma 1. $F_{1, t}\left(\log _{q} x\right) \mathbf{v}_{\mathbf{2}}$ is an even, $F_{2, t}\left(\log _{q^{2}} x\right) \mathbf{v}_{\mathbf{2}}$ an odd function of $t$.
Proof. We start with the function $F_{1, t}\left(\log _{q} x\right)$. Let

$$
A:=\left(\begin{array}{cccccc}
e^{i t a} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & e^{-i t c} & 0 & 0 \\
e^{i t b} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & e^{-i t a} & 0 & 0 \\
e^{i t c} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & e^{-i t b} & 0 & 0
\end{array}\right)
$$

and denote by $I_{1,4}$ the permutation matrix that exchanges the first and fourth columns of a matrix, if it is multiplied on the righthand side. With this notation the product occurring in $F_{1, t}$ is of the shape

$$
M_{j} \prod_{k=0}^{\ell-1} M_{\delta_{\ell-k-1}} M_{0}^{3}=A \quad \text { or } \quad M_{j} \prod_{k=0}^{\ell-1} M_{\delta_{\ell-k-1}} M_{0}^{3}=A I_{1,4}
$$

for a suitable choice of $a, b, c$. This can easily be proved by induction on the number of factors and is reflected by the shape of the automaton $\mathcal{A}$. We only deal with the first case, the second one being totally similar. Next we examine the matrix $B:=E_{1}^{\log _{q} x} E_{1}^{\ell} T^{-1}$. Since each factor of $B$ contains only even functions as entries, the same holds for $B$. Denote
the entries of $B$ by $\left(b_{\mu, \rho}\right)$. Direct calculation yields that $b_{\mu, \rho}=b_{\mu, \rho+3}$ for $1 \leq \mu \leq 6$ and $1 \leq \rho \leq 3$. If we are able to show that the product $B A \mathbf{v}_{\mathbf{2}}$ is an even function, we are done, since $F_{1, t}\left(\log _{q} x\right) \mathbf{v}_{\mathbf{2}}$ is a sum of vectors of this structure and the sum of even functions is again an even function.

$$
\begin{aligned}
B A \mathbf{v}_{\mathbf{2}} & =\left(b_{\mu 1}(t) e^{i a t}+b_{\mu 4}(t) e^{-i a t}+b(t)_{\mu 3} e^{i b t}+b_{\mu 6}(t) e^{-i b t}+b_{\mu 5}(t) e^{i b t}+b_{\mu 2}(t) e^{-i b t}\right)_{\mu=1, \ldots, 6} \\
& =\left(2 b_{\mu 1}(t) \cos (a t)+2 b_{\mu 3}(t) \cos (b t)+2 b_{\mu 5}(t) \cos (c t)\right)_{\mu=1, \ldots, 6} .
\end{aligned}
$$

Since $b_{\mu \rho}(1 \leq \mu, \rho \leq 6)$ are even functions, the first assertion is proved. The second assertion can be proved in the same way. The only difference is that, instead of $B$, one uses the matrix $C:=E_{2}^{\log _{q} x} E_{2}^{\ell} T^{-1}$. $C$ again consists only of even functions. Furthermore, for the entries ( $c_{\mu \rho}$ ) of $C$, one can show that $c_{\mu \rho}=-c_{\mu, \rho+3}$, where $1 \leq \mu \leq 6$ and $1 \leq \rho \leq 3$. Arguing in the same way as before yields

$$
C A \mathbf{v}_{\mathbf{2}}=\left(2 i b_{\mu 1}(t) \sin (a t)+2 i b_{\mu 3}(t) \sin (b t)+2 i b_{\mu 5}(t) \sin (c t)\right)_{\mu=1, \ldots, 6} .
$$

Since $F_{2, t}\left(\log _{q} x\right) \mathbf{v}_{\mathbf{2}}$ is a sum of vectors of this shape, we have shown that it is an odd function.

Now we are in a position to describe the asymptotic behaviour of the sum in the statement of the proposition. Summing up the amounts contributed by the three sums considered above and multiplying by $\mathbf{v}_{1}^{T}$ on the left and by $\mathbf{v}_{2}$ on the right yields

$$
\sum_{n<N} e^{i t\left(\nu_{-q}(n)-\nu_{-q}(-n)\right)}=N^{\alpha_{q}(t)}\left(F_{t}^{(1)}\left(\log _{q} N\right)+i t F_{t}^{(2)}\left(\log _{q^{2}} N\right)\right)+\mathcal{O}(\log N),
$$

for $|t|<\delta(q)$. Since the sums in (3.6) and (3.7) are exponentially convergent for $|t| \leq \delta(q)$, the functions $F_{1, t}$ and $F_{2, t}$ are $C^{\infty}$ with respect to $t$. The same holds for $F_{t}^{(1,2)}$.

## 4. Proof of the Theorems

Proof of Theorem 1. We derive the expansions (1.3) and (1.4) with help of Proposition 1. First we differentiate the expansion in Proposition 1 once and twice, respectively. Setting $t=0$ and ignoring the error term $\mathcal{O}(\log N)$ for the moment, yields (1.3) and (1.4) apart from the error terms. It remains to determine the contribution of the error term $\mathcal{O}(\log N)$ after the differentiation. Equation (3.5) shows that this error term comes from the matrix $P_{3}$. From the shape of the matrices $M_{j}$ it is clear that the product of the matrices $M_{j}$ contained in $P_{3}$ is a matrix containing sums of at $\operatorname{most} \log _{q} N$ terms of the form $\exp (i t \ell)$ with $|\ell| \leq(q-1) \log _{q} N$ (cf. the proof of Lemma 1). Each differentiation of such an expression yields one extra $\log N$. Thus we arrive at the error terms indicated in (1.3) and (1.4).

So we are left with the sum over the absolute values. In order to derive its asymptotic expansion we use Fourier transform techniques. First define

$$
g(x):= \begin{cases}1-|x| & \text { for }|x|<1 \\ 0 & \text { for }|x| \geq 1\end{cases}
$$

It is easily seen that the Fourier transform of $g(x)$ is

$$
\begin{equation*}
\int_{-\infty}^{\infty} g(x) e^{i t x} d x=\frac{2-2 \cos t}{t^{2}} \tag{4.1}
\end{equation*}
$$

Now we apply the inverse transform. Since $\left|\nu_{-q}(n)-\nu_{-q}(-n)\right| \leq q \log _{q} N$ for $n<N$, substituting $x=\frac{\left|\nu_{-q}(n)-\nu_{-q}(-n)\right|}{q \log _{q} N}$ and summing up yields

$$
\begin{align*}
L(N) & :=\sum_{n<N}\left(1-\left|\frac{\left|\nu_{-q}(n)-\nu_{-q}(-n)\right|}{q \log _{q} N}\right|\right)  \tag{4.2}\\
& =\frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{2-2 \cos t}{t^{2}} \sum_{n<N} \exp \left(\frac{i t\left(\nu_{-q}(n)-\nu_{-q}(-n)\right)}{q \log _{q} N}\right) d t . \tag{4.3}
\end{align*}
$$

Now we want to apply the asymptotic expansions of Proposition 1 to the sum in the integrand. Since these expansions can be used only in the neighbourhood of certain points, we have to split the line of integration. To this matter we define the sets
$I_{a}=\left[Q \pi a q \log _{q} N-\left(\log _{q} N\right)^{11 / 16}, Q \pi a q \log _{q} N+\left(\log _{q} N\right)^{11 / 16}\right] \quad(a \in \mathbb{Z}), \quad R=\mathbb{R} \backslash \bigcup_{a \in \mathbb{Z}} I_{a}$.
Let

$$
J_{a}=\frac{1}{2 \pi} \int_{I_{a}} \frac{2-2 \cos t}{t^{2}} \sum_{n<N} \exp \left(\frac{i t\left(\nu_{-q}(n)-\nu_{-q}(-n)\right)}{q \log _{q} N}\right) d t
$$

and let $E$ be the corresponding integral over the range $R$, then (4.2) reads

$$
L(N)=\sum_{a=-\infty}^{\infty} J_{a}+E .
$$

Now we derive the asymptotic of the integrals $J_{a}$ and $E$. It will turn out that the main term comes from $J_{0}$, and for $a \neq 0$ the corresponding integrals only affect terms of smaller order. $E$ turns out to be of smaller order. We start with the integral $J_{0}$. Applying Proposition 1 and expanding $\exp \left(-r_{2}(q) \frac{t^{4}}{q^{4} \log _{q}^{3} N}\right)$ we arrive at

$$
\begin{aligned}
J_{0}= & \frac{N}{2 \pi} \int_{I_{0}} \frac{2-2 \cos t}{t^{2}} \exp \left(-r_{1}(q) \frac{t^{2}}{q^{2} \log _{q} N}\right) \\
& \times\left(1-r_{2}(q) \frac{t^{4}}{q^{4}\left(\log _{q} N\right)^{3}}+\mathcal{O}\left(\frac{t^{6}}{(\log N)^{5}}\right)\right) \\
& \times\left(1+\frac{i t}{q \log _{q} N} G\left(\log _{q^{2}} N\right)-\frac{t^{2}}{2 q^{2}\left(\log _{q} N\right)^{2}} H\left(\log _{q} N\right)+\mathcal{O}\left(\frac{t^{3}}{(\log N)^{3}}\right)\right) d t .
\end{aligned}
$$

In order to evaluate the integral, we split it in the following way.

$$
\begin{aligned}
J_{0}= & \frac{N}{2 \pi} \int_{I_{0}} \frac{2-2 \cos t}{t^{2}} \exp \left(-r_{1}(q) \frac{t^{2}}{q^{2} \log _{q} N}\right) d t \\
& +i \frac{N}{2 \pi} \frac{G\left(\log _{q^{2}} N\right)}{q \log _{q} N} \int_{I_{0}} \frac{2-2 \cos t}{t} \exp \left(-r_{1}(q) \frac{t^{2}}{q^{2} \log _{q} N}\right) d t \\
& -\frac{N}{4 \pi} \frac{H\left(\log _{q} N\right)}{q^{2}\left(\log _{q} N\right)^{2}} \int_{I_{0}}(2-2 \cos t) \exp \left(-r_{1}(q) \frac{t^{2}}{q^{2} \log _{q} N}\right) d t \\
& -\frac{N}{2 \pi} \frac{r_{2}(q)}{q^{5}\left(\log _{q} N\right)^{4}} \int_{I_{0}}(2-2 \cos t) t^{2} \exp \left(-r_{1}(q) \frac{t^{2}}{q^{2} \log _{q} N}\right) d t \\
& -i \frac{N}{2 \pi} \frac{r_{2}(q) G\left(\log _{q^{2}} N\right)}{q^{4}\left(\log _{q} N\right)^{3}} \int_{I_{0}}(2-2 \cos t) t^{3} \exp \left(-r_{1}(q) \frac{t^{2}}{q^{2} \log _{q} N}\right) d t \\
& +\mathcal{O}\left(\frac{1}{\left(\log _{q} N\right)^{5}} \frac{N}{2 \pi} \int_{I_{0}}(2-2 \cos t) t^{4} \exp \left(-r_{1}(q) \frac{t^{2}}{q^{2} \log _{q} N}\right) d t\right) \\
= & J_{0,1}+J_{0,2}+J_{0,3}+J_{0,4}+J_{0,5}+J_{0,6} .
\end{aligned}
$$

We can extend the range of integration of $J_{0, j}(1 \leq j \leq 6)$ to infinity making an error of order $\mathcal{O}\left(N(\log N)^{-d}\right)$ for $d$ arbitrary. Evaluating the resulting integrals yields

$$
\begin{aligned}
& J_{0,1}=N-2 \sqrt{\frac{r_{1}(q)}{\pi}} \frac{N}{q\left(\log _{q} N\right)^{1 / 2}}+\mathcal{O}\left(N^{1-\frac{\log q}{4 r_{1}(q)}}\right), \\
& J_{0,2}=0, \\
& J_{0,3}=-H\left(\log _{q} N\right) \frac{1}{2 \sqrt{\pi r_{1}(q)}} \frac{N}{q\left(\log _{q} N\right)^{3 / 2}}+\mathcal{O}\left(N^{1-\frac{\log q}{4 r_{1}(q)}}\right), \\
& J_{0,4}=-\frac{r_{2}(q)}{2 \sqrt{\pi r_{1}(q)^{3}}} \frac{N}{q\left(\log _{q} N\right)^{3 / 2}}+\mathcal{O}\left(N^{1-\frac{\log q}{4 r_{2}(q)}}\right), \\
& J_{0,5}=0, \\
& J_{0,6}=\mathcal{O}\left(\frac{N}{(\log N)^{5 / 2}}\right) .
\end{aligned}
$$

Next we deal with the integrals $J_{a}$ for $a \neq 0$. Applying Proposition 1 and substituting $u=\left(t-Q \pi a q \log _{q} N\right) / \sqrt{\log _{q} N}$ yields

$$
\begin{aligned}
J_{a}= & \frac{N}{2 \pi} \int_{-\left(\log _{q} N\right)^{3 / 16}}^{\left(\log _{q} N\right)^{3 / 16}} \frac{2-2 \cos \left(Q \pi a q \log _{q} N+\sqrt{\log _{q} N} u\right)}{\left(Q \pi a q \log _{q} N+\sqrt{\log _{q} N} u\right)^{2}} \\
& \times \exp \left(-\frac{r_{1} u^{2}}{q^{2}}-\frac{r_{2} u^{4}}{q^{4} \log _{q} N}+\mathcal{O}\left(\frac{u^{6}}{(\log N)^{2}}\right)\right) \\
& \times\left(1+i \frac{G\left(\log _{q^{2}} N\right) u}{q \sqrt{\log _{q} N}}-\frac{H\left(\log _{q} N\right) u^{2}}{2 q^{2} \log _{q} N}+\mathcal{O}\left(\frac{u^{3}}{(\log N)^{3 / 2}}\right)\right) \sqrt{\log _{q} N} d u .
\end{aligned}
$$

Now we expand $\left(Q \pi a q \log _{q} N+\sqrt{\log _{q} N} u\right)^{-2}$ and $\exp \left(-r_{2} u^{4} / q^{4} \log _{q} N\right)$. Furthermore, we integrate over the error terms keeping in mind that $\int_{-\alpha}^{\alpha} u^{p} e^{-u^{2}} d u$ is bounded uniformly in $\alpha$. This yields

$$
\begin{aligned}
J_{a}= & \frac{N}{2 \pi} \frac{2 \sqrt{\log _{q} N}}{\left(Q \pi a q \log _{q} N\right)^{2}} \int_{-\left(\log _{q} N\right)^{3 / 16}}^{\left(\log _{q} N\right)^{3 / 16}}\left(1-\cos \left(Q \pi a q \log _{q} N+\sqrt{\log _{q} N} u\right)\right) \exp \left(-\frac{r_{1} u^{2}}{q^{2}}\right) \\
& \times\left(1-\frac{2 u}{Q \pi a q \sqrt{\log _{q} N}}+i \frac{G\left(\log _{q^{2}} N\right) u}{q \sqrt{\log _{q} N}}\right) d u+\mathcal{O}\left((\log N)^{-5 / 2}\right)
\end{aligned}
$$

If we extend the range of integration to the whole real line, the error is smaller than $\mathcal{O}\left((\log N)^{-3}\right)$ because of the factor $\exp \left(-r_{1} u^{2} q^{-2}\right)$ in the integrand. It is easy to see that ( $\beta>0$ )

$$
\int_{-\infty}^{\infty} e^{-\beta u^{2}} d u=\sqrt{\frac{\pi}{\beta}}, \quad \int_{-\infty}^{\infty} u e^{-\beta u^{2}} d u=0
$$

and

$$
\int_{-\infty}^{\infty} \cos \left(\sqrt{\log _{q} N} u+Q \pi a q \log _{q} N\right) e^{-\beta u^{2}} d u=\mathcal{O}\left(N^{-1 / 4}\right)
$$

Observing that $J_{a}$ is a sum of integrals of these types enables us to find expressions for the integral $J_{a}$. Summing up over all $a \neq 0$ finally yields

$$
\sum_{a \neq 0} J_{a}=\frac{1}{3 Q^{2} q \sqrt{\pi r_{1}(q)}}\left(\log _{q} N\right)^{-3 / 2}+\mathcal{O}\left((\log N)^{-5 / 2}\right)
$$

It remains to estimate the integral $E$. Here the range of integration is extended over intervals $E_{a}=\left[Q a q \pi \log _{q} N+\left(\log _{q} N\right)^{11 / 16}, Q(a+1) q \pi \log _{q} N-\left(\log _{q} N\right)^{11 / 16}\right]$, where the exponential sum in (4.3) is bounded by $\mathcal{O}\left(N^{\alpha_{q}\left(\left(\log _{q} N\right)^{-5 / 16}\right)}\right)$. Thus we have

$$
\begin{aligned}
& \left|\frac{1}{2 \pi} \int_{I_{a}} \frac{2-2 \cos t}{t^{2}} \sum_{n<N} \exp \left(\frac{i t\left(\nu_{-q}(n)-\nu_{-q}(-n)\right)}{q \log _{q} N}\right) d t\right| \leq \\
& \frac{4 \log _{q} N}{\min (|a|,|a+1|)^{2} Q^{2} \pi^{2}\left(\log _{q} N\right)^{2}} N^{\alpha_{q}\left(\left(\log _{q} N\right)^{-5 / 16}\right)},
\end{aligned}
$$

except for $a=0,-1$, where the denominator has to be replaced by $\left(\log _{q} N\right)^{11 / 8}$. Since $\alpha_{q}(t) \leq 1-\frac{r_{1}(q)}{\log q} t^{2}$ this yields an error term $\mathcal{O}\left(N(\log N)^{-d}\right)$ for any $d>0$.

Summing up what we proved until now, we get

$$
L(N)=N-2 \sqrt{\frac{r_{1}}{\pi}} \frac{N}{q\left(\log _{q} N\right)^{1 / 2}}-\Psi\left(\log _{q} N\right) \frac{N}{q\left(\log _{q} N\right)^{3 / 2}}+\mathcal{O}\left(\frac{N}{(\log N)^{5 / 2}}\right)
$$

with

$$
\Psi(x)=\frac{1}{2 \sqrt{\pi r_{1}(q)}} H(x)+\frac{r_{2}(q)}{2 \sqrt{\pi r_{1}(q)^{3}}}-\frac{1}{3 Q^{2} \sqrt{\pi r_{1}(q)}}
$$

and the theorem is proved.
Remark 2. The proof of Theorem 1 shows that one could obtain a full asymptotic expansion for the sums involving terms of the form $\frac{N}{(\log N)^{k+\frac{1}{2}}} \Psi_{k}\left(\log _{q^{2}} N\right)$ for $k \geq 1$ with periodic functions $\Psi_{k}$.

Proof of Corollary 1. We use the representations

$$
\begin{align*}
\sum_{n<N} \min \left(\nu_{-q}(n), \nu_{-q}(-n)\right) & =\frac{1}{2}\left(\sum_{|n|<N} \nu_{-q}(n)-\sum_{n<N}\left|\nu_{-q}(n)-\nu_{-q}(-n)\right|\right)  \tag{4.4}\\
\sum_{n<N} \max \left(\nu_{-q}(n), \nu_{-q}(-n)\right) & =\frac{1}{2}\left(\sum_{|n|<N} \nu_{-q}(n)+\sum_{n<N}\left|\nu_{-q}(n)-\nu_{-q}(-n)\right|\right)
\end{align*}
$$

and the known fact (cf. [12, 25])

$$
\begin{equation*}
\sum_{|n|<N} \nu_{-q}(n)=(q-1) N \log _{q} N+N \Phi\left(\log _{q^{2}} N\right) \tag{4.6}
\end{equation*}
$$

Together with Theorem 1, this gives the desired result.
Proof of Theorem 2. The proof follows the same lines as the proof of Théorème 3 in [24], but has to use some additional ideas, because in the present situation the error term is weaker.

For a fixed $x \in[0,1)$ we write the $q$-adic expansion of $q^{x}$ as

$$
q^{x}=\sum_{j=0}^{\infty} \frac{\delta_{j}}{q^{j}} .
$$

Let $L(k)=\mathcal{O}(\log k)$ be an integer-valued function to be fixed later. With the help of this function we define $x_{k}$ and $N_{k}$ by

$$
N_{k}=q^{x_{k}+k+L(k)}=q^{L(k)} \sum_{j=0}^{k} \delta_{j} q^{k-j} .
$$

For a function $g(N)$ with $g(N)=o(N)$ and $\log ^{3} N=o(g(N))$ we define $y_{k}$ by

$$
N_{k}+g\left(N_{k}\right)=q^{y_{k}+k+L(k)} .
$$

From these definitions and the requirements for $g(N)$ and $L(k)$ we easily see that $x_{k}, y_{k} \rightarrow x$ and

$$
y_{k}-x_{k}=\frac{g\left(N_{k}\right)}{N_{k} \log q}+\mathcal{O}\left(\frac{g\left(N_{k}\right)^{2}}{N_{k}^{2}}\right) .
$$

We first prove the non-differentiability of $G(x)$. For this purpose we use the fact that the arithmetic function $h(n)=\nu_{-q}(n)-\nu_{-q}(-n)$ has the property $h\left(q^{2 k+2} a+b\right)=h(a)+h(b)$
for $b<q^{2 k}$, which can be seen from the automaton in Figure 2. In the following we assume $k$ and $L(k)$ to be even. This yields

$$
\begin{equation*}
\sum_{N_{k} \leq n<N_{k}+g\left(N_{k}\right)} h(n)=g\left(N_{k}\right) h\left(N_{k}\right)+\sum_{n<g\left(N_{k}\right)} h(n) . \tag{4.7}
\end{equation*}
$$

On the other hand, we derive from (1.3) that

$$
\begin{array}{r}
\sum_{N_{k} \leq n<N_{k}+g\left(N_{k}\right)} h(n)=N_{k}\left(G\left(\log _{q^{2}}\left(N_{k}+g\left(N_{k}\right)\right)\right)-G\left(\log _{q^{2}} N_{k}\right)\right)+  \tag{4.8}\\
g\left(N_{k}\right) G\left(\log _{q^{2}}\left(N_{k}+g\left(N_{k}\right)\right)\right)+\mathcal{O}\left(\left(\log N_{k}\right)^{2}\right) .
\end{array}
$$

Assume now that $G$ is differentiable at $x$. Then we can write the difference on the righthand side of (4.8) in terms of the derivative; combining this with (4.7) and dividing by $g\left(N_{k}\right)$ we derive
$\frac{1}{g\left(N_{k}\right)} \sum_{n<g\left(N_{k}\right)} h(n)=h\left(N_{k}\right)+G\left(\log _{q^{2}} g\left(N_{k}\right)\right)=\frac{1}{\log q} G^{\prime}(x)+G\left(\log _{q^{2}}\left(N_{k}+g\left(N_{k}\right)\right)\right)+o(1)$.
Letting $k$ tend to infinity in (4.9), the last expression tends to $\frac{1}{\log q} G^{\prime}(x)+G(x)$. Taking $g\left(N_{k}\right)=k^{4}$ and $L(k)=4\left[\log _{q} k\right]+8$ we observe that the middle expression in (4.9) is then the sum $h\left(N_{k}\right)+G\left(4 \log _{q^{2}} k\right)$. The first summand takes only integer values, the second takes values in a dense subset of the image of $G$. This argument would break down ,if $G$ would be a constant. Since $G$ is an odd function this would imply that $G(x) \equiv 0$, which is easily seen to be impossible (for instance, it would be a contradiction to our distribution result).

In order to prove the non-differentiability of $H(x)$ we compute using (1.4)

$$
\begin{gather*}
\sum_{N \leq n<N+g(N)} f(n)=2 r_{1}(q) g(N) \log _{q} N+N\left(H\left(\log _{q}(N+g(N))\right)-H\left(\log _{q} N\right)\right)+  \tag{4.10}\\
2 r_{1}(q) g(N)+g(N) H\left(\log _{q}(N+g(N))\right)+\mathcal{O}\left((\log N)^{3}\right)
\end{gather*}
$$

for $f(n)=\left(\nu_{-q}(n)-\nu_{-q}(-n)\right)^{2}$.
We insert $N=N_{k}$ and the above estimates into (4.10) and use the periodicity of $H(t)$ to obtain

$$
\begin{aligned}
& \sum_{N_{k} \leq n<N_{k}+g\left(N_{k}\right)} f(n)=2 r_{1}(q) g\left(N_{k}\right) \log _{q} N_{k}+N_{k}\left(H\left(y_{k}\right)-H\left(x_{k}\right)\right)+ \\
& 2 r_{1}(q) g\left(N_{k}\right)+g\left(N_{k}\right) H\left(y_{k}\right)+\mathcal{O}\left(\left(\log N_{k}\right)^{3}\right) .
\end{aligned}
$$

Assume now that $H$ is differentiable at $x$. Then we could replace $H\left(y_{k}\right)-H\left(x_{k}\right)$ in this last expression by $\frac{g\left(N_{k}\right)}{N_{k} \log q} H^{\prime}(x)+o\left(\frac{g\left(N_{k}\right)}{N_{k}}\right)$ to obtain

$$
\begin{equation*}
\frac{1}{g\left(N_{k}\right)} \sum_{0 \leq n<g\left(N_{k}\right)} f\left(N_{k}+n\right)-2 r_{1}(q) \log _{q} N_{k}=\frac{1}{\log q} H^{\prime}(x)+2 r_{1}(q)+H(x)+o(1) . \tag{4.11}
\end{equation*}
$$

Now we take $g\left(N_{k}\right)=k^{4}$, suppose that $L(k)$ is even for any $k$ and $4 \log _{q} k+3<L(k)=$ $\mathcal{O}(\log k)$. This assures, that adding $\left(N_{k}\right)_{-q}$ to the representation $(n)_{-q}$ of an integer $n$ in the range $0<n<g\left(N_{k}\right)$ does not produce any carries. Thus the value of $\sum_{0<n<g\left(N_{k}\right)} f\left(N_{k}+n\right)$ is independent of the choice of $L(k)$ (in the given range). On the other hand, the term $2 r_{1}(q) \log _{q} N_{k}$ on the left hand side of (4.11) depends linearly on $L(k)$.
If (4.11) were true, the limit of its lefthand side should be independent of the choice of $L(k)$ for $k \rightarrow \infty$, since the same is obviously true for its righthand side. This will lead us to a contradiction: consider the choices

$$
L(k)=2\left[2 \log _{q} k+3\right] \quad \text { and } \quad L(k)=2\left[3 \log _{q} k\right] .
$$

By the above arguments the sum in (4.11) remains the same for both choices of $L(k)$. On the other hand, $2 r_{1}(q) \log _{q} N_{k}$ depends linearly on $L(k)$. Thus if the limit of the lefthand side of (4.11) exists for the first choice of $L(k)$ it can not exist for the second choice, and vice versa. This yields the desired contradiction.

Proof of Theorem 3. The proof uses Vaaler's version (cf. [27]) of the Berry-Esseen inequality (cf. [3], [10]). Since this procedure is totally standard, we will only give a sketched proof. We use (3.1) for $a=0$ and replace $t$ by $\frac{t}{\sqrt{2 r_{1}(q) \log _{q} N}}$. Together with (3.2) this gives

$$
\begin{align*}
\hat{g}_{N}(t)= & \frac{1}{N} \sum_{n<N} \exp \left(\frac{i t}{\sqrt{\log _{q} N}}\left(\nu_{-q}(n)-\nu_{-q}(-n)\right)\right)= \\
& e^{-\frac{t^{2}}{2}}\left(1+\mathcal{O}\left(\frac{t}{\sqrt{\log N}}\right)\right)\left(1+\mathcal{O}\left(\frac{t^{4}}{\log N}\right)\right) \tag{4.12}
\end{align*}
$$

for $t=\mathcal{O}(\sqrt{\log N})$. The function on the lefthand side is the characteristic function of the distribution function of

$$
\frac{\nu_{-q}(n)-\nu_{-q}(-n)}{\sqrt{r_{1}(q) \log _{q} N}} ;
$$

we will denote this distribution function by $g_{N}(x)$. Theorem 13 in [27] implies that

$$
\begin{align*}
\left|g_{N}(x)-g(x)\right| & \leq \int_{-T}^{T} \hat{J}\left(T^{-1} t\right) \frac{1}{2 \pi t}\left|\hat{g}_{N}(t)-e^{-\frac{t^{2}}{2}}\right| d t \\
& +\frac{1}{2 T}\left(1+\int_{-T}^{T} \hat{K}\left(T^{-1} t\right)\left(\hat{g}_{N}(t)-e^{-\frac{t^{2}}{2}}\right) d t\right) \tag{4.13}
\end{align*}
$$

where $g(x)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{x} e^{-\frac{\xi^{2}}{2}} d \xi$; the functions $\hat{J}$ and $\hat{K}$ are given by

$$
\begin{aligned}
& \hat{J}(t)= \begin{cases}\pi t(1-|t|) \cot \pi t+|t| & \text { for }|t|<1 \\
0 & \text { otherwise }\end{cases} \\
& \hat{K}(t)= \begin{cases}1-|t| & \text { for }|t| \leq 1 \\
0 & \text { otherwise }\end{cases}
\end{aligned}
$$

In order to use the full information in the asymptotic of $\hat{g}_{N}(t)$ in (4.12), we have to split the range of integration in (4.13) at $|t|=(\log N)^{\frac{1}{6}}$ (this is the point where the two $\mathcal{O}$-terms in (4.12) change their rôles). We choose $T=\sqrt{\log N}$ and estimate the integrals trivially to obtain the desired result.
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