
ON THE CONVERGENCE OF
∑

ckf(nkx)

Istvan Berkes and Michel Weber

Abstract. Let f be a periodic measurable function and (nk) an increas-
ing sequence of integers. We study conditions under which the series∑∞

k=1 ckf(nkx) converges in mean and for almost every x. There is a
wide classical literature on this problem going back to the 20’s, but the
results for general f are much less complete than in the trigonometric case
f(x) = sin x. As it turns out, the convergence properties of

∑∞
k=1 ckf(nkx)

in the general case are determined by a delicate interplay between the co-
efficient sequence (ck), the analytic properties of f and the growth speed
and number-theoretic properties of (nk). In this paper we give a general
study of this convergence problem, prove several new results and improve
a number of old results in the field. We also study the case when the nk are
random and investigate the discrepancy the sequence {nkx} mod 1 both
in the random and nonrandom case.

1. Introduction and Mean Convergence.

Throughout this paper N = {nk, k ≥ 1} denotes an increasing sequence of positive
numbers, and c = {ck, k ≥ 1} some element of `2. Let T = [0, 1) = R/Z be the
circle equipped with normalized Lebesgue measure λ, and let f : T → R be a Borel-
measurable function. With these quantities in hand, one can formally define the series

∑

k≥1

ckf(nkx). (1.1)

The aim of this paper is to study under which conditions the series (1.1) defines an
element of L2(T) or converges for almost all x in T. We are thus going to investigate
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the convergence problem of the sequence of partial sums

SNN (c, f) =
N∑

k=1

ckf(nkx), N = 1, 2 . . .

in mean (namely in the space L2(T)) or for almost all x in T. In the trigonometric case
this problem has been one of the central problems of harmonic analysis, investigated in-
tensively from the 1920’s, culminating in the celebrated theorem of Carleson [C], stating
the the almost everywhere convergence of the series

∑∞
k=1 ck sin 2πkx,

∑∞
k=1 ck cos 2πkx

for all c ∈ `2. Starting from the 1930’s, there has been also considerable interest in the
convergence properties of the series (1.1) for general f ∈ L2(T), but the existing results
are, even today, much less complete than in the trigonometric case. As it turned out,
for general f the behavior of the series (1.1) is radically different from the trigonomet-
ric case: the terms of the series are usually far from orthogonal and the convergence
properties of the sum depend sensitively on the coefficient sequence (ck), the analytic
properties of f , the growth speed and most importantly on the number-theoretic prop-
erties of the sequence nk. As a result of the ’interference’ between the behavior of
the Fourier coefficients of f and the arithmetic properties of nk, even the asymptotic
computation of the integral

∫

T

(
N∑

k=1

ckf(nkx)

)2

dx (1.2)

is generally a hard problem. The difficulties encountered in this field are clearly indicated
by the long history of the Khinchin conjecture (for a survey see [RW]), a closely related
problem dealing with the a.e. convergence of the averages

1
N

N∑

k=1

f(kx)

for general integrable f . The integral (1.2) (with ck = 1 and with indicator functions f)
is also fundamental in the metric theory of Diophantine approximation. The first insight
into the nature of this integral and the closely related problem of mean convergence of
(1.1) was given by the following result by Wintner [Wi2], connecting the convergence
problem with Dirichlet series.

Theorem A. Let f ∈ L2(T) with
∫
T

f(t)dt = 0 and with Fourier series

f ∼
∞∑

k=1

(ak cos 2πkx + bk sin 2πkx). (1.3)
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Then the following statements are equivalent:

(a) The series
∑∞

k=1 ckf(kx) converges in L2(T) for any c ∈ `2.

(b) There exists a constant K > 0 such that for any n ≥ 1 and any real {ck, 1 ≤ k ≤ n}
we have ∫

T

(
n∑

k=1

ckf(kx)

)2

dx ≤ K

(
n∑

k=1

c2
k

)
.

(c) The infinite matrix

∫

T

f(kt)f(`t)dt (k, ` = 1, 2 . . .)

defines a bounded operator on `2.

(d) The Dirichlet series
∞∑

n=1

ann−s, and
∞∑

n=1

bnn−s (1.4)

are regular and bounded in the half-plane <(s) > 0.

The basic ingredient of Wintner’s proof is Toeplitz’s criterion [T] for the `2 bound-
edness of so called ”D-matrices” in terms of Dirichlet series. The connection with
the convergence problem in Theorem A is established by the Möbius transformation;
see [Wi2] for the details. As a comparison, note that the assumption f ∈ L2(T), i.e.∑∞

k=1(a
2
k + b2

k) < ∞ implies only that the sums in (1.4) are absolutely convergent for
<(s) > 1/2.

Clearly, condition (a) of Theorem A implies that
∑∞

k=1 ckf(kx) converges in mea-
sure for any c ∈ `2. By a remarkable result of Nikishin [Ni], the converse is also true, i.e.
the convergence theory of

∑∞
k=1 ckf(kx) is the same for L2 convergence and convergence

in measure.

Note that if condition (d) of Theorem A is not satisfied, the series
∑∞

k=1 ckf(kx)
can still converge for a large class of coefficient sequences (ck). For example, Wintner
noted that if f ∈ L2(T),

∫
T

f(t)dt = 0 with Fourier series (1.3) then
∑∞

k=1 ckf(kx)
converges in L2(T) if ak = O(k−γ), bk = O(k−γ), ck = O(k−γ) for some γ > 1/2. Note
that here the assumptions made on the Fourier coefficients of f do not in general imply
the boundedness of the Dirichlet series in Theorem A and accordingly, the assumption
made on the coefficient sequence (ck) is stronger than c ∈ `2.
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An application of the last remark is the series

∞∑

k=1

ψ(kx + 1
2 )

k
, (1.5)

where

ψ(x) =
{

x− [x]− 1
2 , if x 6= [x],

0 if x = [x].

This example has considerable historical interest, since it was used by Riemann [R] to
illustrate the limitations of his own integration theory. He showed that both (1.5) and
the trigonometric sum

∞∑
n=1

c(n)
n

sin 2πnx, (1.6)

where
c(n) =

∑

d|n
(−1)d (1.7)

converge if x is rational, and to the same limit. Moreover, he observed that the function
defined by these series on the set of rational numbers is unbounded on any interval,
and thus (1.6) cannot be the Fourier series of its sum in the Riemann sense. From the
remark after Theorem A it follows that (1.5) converges in L2(T) and Wintner showed
in [Wi1] that its sum belongs to Lp(T) for any p > 1 and has (1.6)-(1.7) as its Fourier
series in the Lebesgue sense.

Let us recall that a sequence of vectors (xn)n∈A in a Hilbert space H is called a
Riesz sequence if there exist positive constants C1, C2 such that

C1

(∑

n∈A

|an|2
)
≤ ∥∥ ∑

n∈A

anxn

∥∥2 ≤ C2

( ∑

n∈A

|an|2
)

for all sequences of scalars (an)n∈A.

Hedenmalm, Lindquist and Seip proved (see [HLS1], [HLS2]) that if

f ∈ L2(T), f(t) ∼
∞∑

k=1

ϕk cos 2πkt,

then {f(nx), n ≥ 1} is a Riesz sequence in L2(T) if and only if the Dirichlet series∑∞
n=1 ϕnn−s is analytic and bounded away from 0 and ∞ in the whole right half-plane

<z > 0, i.e.

δ ≤
∣∣∣
∞∑

n=1

ϕnn−σ−it
∣∣∣ ≤ ∆, for σ > 0,
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with some positive constants δ and ∆. See also the preceding work of Gosselin and
Neuwirth in [GN], as well as the article by Ginsberg, Neuwirth and Newman in [GNN].

So far, we have considered the convergence in mean problem in the case N = N.
In the general case the existing results in the literature are much less complete, due to
number-theoretic difficulties. Given positive integers a, b, define

〈a, b〉 =
(a, b)
[a, b]

,

where (a, b) and [a, b] denote the greatest common divisor resp. least common multiple
of a and b. The following theorem is an easy consequence of results of Wintner [Wi2].

Theorem B. Let f ∈ L2(T) with
∫
T

f(t)dt = 0 and Fourier series

f ∼
∞∑

k=1

(ak cos 2πkt + bk sin 2πkt),

where ak = O(k−α), bk = O(k−α), α > 1/2. Let (nk) be an increasing sequence of
positive integers and (ck) a real coefficient sequence. Then

∑∞
k=1 ckf(nkx) converges in

the mean provided
∞∑

k,l=1

|ck||cl|〈nk, nl〉α < ∞. (1.8)

To prove this, it suffices to consider the case when the Fourier series of f is a pure
sine or cosine series. Now if f ∼ ∑∞

k=1 ak cos 2πkt, then by the assumption on the ak

and relation (52) of [Wi2] we have for any positive integers i, j

∫

T

f(it)f(jt)dt =
1
2

∞∑

h=1

ahi/(i,j)ahj/(i,j) ≤ C1〈i, j〉α
∞∑

h=1

h−2α ≤ C2〈i, j〉α

for some constants C1, C2 and thus

∫

T

(
n∑

k=m

ckf(nkt)

)2

dt ≤ C2

∑

m≤k,l≤n

|ck||cl|〈nk, nl〉α (1.9)

Hence Theorem B follows from (1.8).
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In particular, under the assumptions made on f in Theorem B,
∑∞

k=1 ckf(nkx)
converges in L2(T) norm for any c ∈ `2 provided the quadratic form

∞∑

k,l=1

〈nk, nl〉αxkxl (1.10)

is bounded, i.e. there exists a constant A > 0 such that

∣∣∣∣∣∣

N∑

k,l=1

〈nk, nl〉αxkxl

∣∣∣∣∣∣
≤ A

N∑
n=1

x2
n (1.11)

for any N ≥ 1 and any real x1, . . . , xN . This is equivalent, in turn, to the fact that the
matrix 〈nk, nl〉α (k, l = 1, 2, . . .) defines a bounded operator on `2. In the case nk = k

this holds if and only if α > 1, as it follows easily from Theorem A. Also, if the nk are
coprimes, then 〈nk, nl〉 = (nknl)−1 and thus by Cauchy’s inequality, (1.11) is satisfied if∑∞

k=1 n−2α
k < ∞. For general (nk), a sufficient condition for (1.11) is (see e.g. Lemma

4.8 in [We1])
sup
k≥1

∑

l≥k

〈nk, nl〉α < ∞. (1.12)

Unfortunately, computing the order of magnitude of the sums in (1.11), (1.12) for general
(nk) is a difficult number-theoretic problem. In a profound paper, Gál [G] showed that
for any increasing (nk) we have

N∑

k,l=1

〈nk, nl〉 ≤ Cn(log log n)2

and he constructed an (nk) for which the bound Cn(log log n)2 is actually attained.
For this sequence (nk), relation (1.11) clearly fails for x1 = · · · = xN = 1. No sharp
estimate for the left hand side of (1.11) is known for general x1, . . . , xN .

The following theorem gives mean convergence criteria for
∑∞

k=1 ckf(nkx) in the
case when (1.12) is not satisfied.

Theorem 1.1. Let f ∈ L2(T) with
∫
T

f(t)dt = 0 and Fourier series

f(t) ∼
∞∑

k=1

(ak cos 2πkt + bk sin 2πkt)
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where ak = O(k−α), bk = O(k−α), α > 1/2. Let (nk) be an increasing sequence of
positive integers and let (λn) be a positive nondecreasing sequence such that λ2n/λn =
O(1) and

sup
1≤k≤N

N∑

l=1

〈nk, nl〉α ≤ λN . (1.13)

Then
∑∞

k=1 ckf(nkx) converges in L2(T) norm provided

∞∑

k=1

c2
k(log k)γλk < ∞ for some γ > 1. (1.14)

Note that in the case when λN = O(1),
∑∞

k=1 ckf(nkx) converges in the mean
provided

∑
k=1 c2

k < ∞ (see above), but condition (1.14) specialized to this case gives
a more stringent condition. This is due to the fairly crude estimates we use for the
quadratic form appearing in the argument.

We formulate a few corollaries of Theorem 1.1.

Corollary 1.1. Assume f satisfies the assumptions of Theorem 1.1 and let nk =
kr where r ≥ 2 is an integer. Then

∑∞
k=1 ckf(nkx) converges in the mean provided∑∞

k=1 c2
k < ∞.

Note that the assumptions made on the Fourier coefficients of f in Corollary 1.1 do
not imply condition (d) of Theorem A, but

∑∞
k=1 ckf(nkx) still converges for all c ∈ `2.

This is due to the speed and nice number-theoretic properties of nk.

Corollary 1.2. Assume f satisfies the assumptions of Theorem 1.1. Then the series∑∞
k=1 ckf(kx) converges in the mean provided

∞∑

k=1

c2
k(log k)3+ε < ∞, if α = 1

and
∞∑

k=1

c2
kk1−α < ∞, if α < 1.
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Note that the case α > 1 is uninteresting: in this case
∑∞

k=1(|ak| + bk|) < ∞ and
thus

‖
N∑

k=1

ckf(nkx)‖ ≤
∞∑

j=1

|aj |‖
N∑

k=1

ck cos 2πnkx‖+
∞∑

j=1

|bj |‖
N∑

k=1

ck sin 2πnkx‖ ≤ C(
N∑

k=1

c2
k)1/2

for some constant C and thus
∑∞

k=1 ckf(nkx) converges in the mean for any c ∈ `2.
(Actually, the series converges almost everywhere also, see Gaposhkin [GA?].)

Corollary 1.3. Let f satisfy the assumptions of Theorem 1.1 and let (nk) be a sequence
of integers such that for any d ≥ 1 we have

∑
d|nk

n−1
k ≤ A/d with an absolute constant

A. Then
∑∞

k=1 ckf(nkx) converges in the mean provided

∞∑

k=1

c2
k(log k)γ(log nk) < ∞, γ > 1. (1.15)

Condition (1.15) is satisfied if the sequence (nk) is roughly unformly distributed
among the residue classes mod d. If the nk are coprimes, for any d the sum

∑
d|nk

n−1
k

contains at most one term and thus the conditions of Corollary 1.3 are satisfied. The
conditions are also satisfied for nk = kr, r ≥ 2 but in this case Corollary 1.1 gives a
better result. We see again that the number-theoretic properties of nk play a crucial
role in the convergence behavior of

∑∞
k=1 ckf(nkx), which can be anticipated from

Theorem B. If (nk) grows with a polynomial speed, then log nk = O(log k) and thus the
convergence condition (1.15) reduces to

∑
c2
k(log k)2+ε < ∞.

Proof of Theorem 1.1. By assumption (1.13), relation (1.9) and the Cauchy-Schwarz
inequality we have

∫

T

(
N∑

k=1

ckf(nkt)

)2

dt

≤ C2

N∑

k,l=1

|ck||cl|〈nk, nl〉α ≤ C2

N∑

k,l=1

1
2
(c2

k + cl)2〈nk, nl〉α ≤ C2λN

(
N∑

k=1

c2
k

) (1.16)

for any real c1, . . . , cN . Assume now (1.14) and let Zν =
∑2ν+1

k=2ν+1 ckf(nkx). By the
Cauchy-Schwarz inequality we have

(
2n∑

k=2m+1

ckf(nkx)

)2

=

(
n∑

ν=m

Zν

)2

≤
(

n∑
ν=m

νγZ2
ν

)( ∞∑
ν=1

ν−γ

)
. (1.17)
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Thus with some constant C we have, using (1.16),

∫

T

(
2n∑

k=2m+1

ckf(nkx)

)2

dx ≤ C

(
n∑

ν=m

νγ

∫

T

Z2
νdx

)

≤ C

n∑
ν=m

νγ




2ν+1∑

k=2ν+1

c2
k


 λ2ν+1 ≤ C ′

2n∑

k=2m+1

c2
k(log k)γλk.

(1.18)

Here the last expression tends to 0 as m,n →∞ and this remains valid if an arbitrary
subset of the ck’s is replaced by 0’s. Thus the L2 norm of

∑j
k=i ckf(nkx) tends to 0 if

i, j →∞, completing the proof of Theorem 1.1.
Note that in the case nk = kr, r ∈ N we have

〈nk, nl〉α = 〈k, l〉rα

Thus in view of Theorem 1.1, for the proof of Corollaries 1.1 and 1.2 it suffices to prove
the following

Lemma 1.1. Let β > 0 and

λ∗N = sup
1≤l≤N

N∑

k=1

〈k, l〉β . (1.19)

Then λ∗N = O(1), λ∗N = O(log2 N) and λ∗N = O(N1−β) according as β > 1, β = 1 or
β < 1.

Proof. Fix d|h and sum in (1.19) first for those k for which (h, k) = d. Then we get

∑

k≤n,(h,k)=d

(
d

[h, k]

)β

=
∑

k≤n,(h,k)=d

(
d2

hk

)β

≤
(

d

h

)β ∑

k≤n,d|k

(
d

k

)β

≤
(

d

h

)β [n/d]∑

l=1

1
lβ

(1.20)

For β = 1 the last sum in (1.20) is at most C∗ log n and thus summing for all d|h and
noting that the sum of all divisors of h is ≤ Ch log h, we get the statement of the lemma.
For β > 1 the last sum in (1.20) is O(1) and

∑

d|h
dβ ≤

∑

d|h,d≤
√

h

dβ +
∑

d|h,d≤
√

h

(h/d)β .
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Let ε > 0. Since the number of divisors of h is O(hε), the first sum on the right hand
side has O(hε) terms and thus this sum is O(hβ/2+ε); the second sum on the right side
is at most hβ

∑∞
j=1 j−β = O(hβ). Choosing ε sufficiently small, we get the statement of

the lemma in the case β > 1. Let finally 0 < β < 1. Then the last expression in (1.20)
is at most (

d

h

)β (n

d

)1−β

=
1
hβ

n1−βd2β−1

and thus the λ∗N is

¿ 1
hα

n1−α
∑

d|h
d2α−1. (1.21)

Let 0 < ε < min(α, 1− α). Since the number of divisors of h is O(hε), for α ≥ 1/2 the
sum in (1.21) is O(h2α−1+ε) and thus the expression in (1.21) is

¿ 1
hα

n1−αh2α−1+ε = hα−1+εn1−α ≤ n1−α.

If α < 1/2, then the sum in (1.21) is O(hε) and thus the expression in (1.21) is

¿ 1
hα

n1−αhε ≤ n1−α.

Thus in both cases the expression in (1.21) is O(n1−α), and thus the lemma is proved.

To prove Corollary 1.3, it suffices to show that

N∑

k=1

(nh, nk)
[nh, nk]

≤ C log nh. (1.22)

Fix d|nh and compute the sum in (1.22) for those h ≤ k ≤ N such that (nh, nk) = d.
This restricted sum clearly cannot exceed, in view of the assumption of Corollary 1.3,

∑

1≤k≤N,d|nk

d2

nhnk
≤ d2

nh

A

d
.

Summing for all d|nh, and using the fact that the sum of divisors of nh is O(nh log nh),
we get (1.22).

Our next theorem gives a necessary and sufficient condition for the mean con-
vergence of the series

∑∞
k=1 ckf(nkx) in terms of the coefficients ck and the Fourier

coefficients of f . Despite its precise character, it is of mainly theoretical interest only
since its number-theoretical character makes it difficult to apply in concrete cases.

10



Theorem 1.2. Let f ∈ L2(T),
∫
T

f(t)dt = 0 have complex Fourier series f ∼∑
k∈Z,k 6=0 ϕkek where ek(x) = exp(2πikx). Let (nk) be an increasing sequence of pos-

itive integers. Then
∑∞

k=1 ckf(nkx) converges in the mean if and only if the following
conditions are fulfilled:

a) lim
R→∞

sup
P≥R

∑

|n|>nR

( ∑
nk|n
k≤P

ϕn/nk
ck

)2

= 0,

b)
∑

n

(
∑

nk|n
ϕn/nk

ck)2 < ∞.

(1.23)

If both sequences {ϕn, n ∈ Z} and c have constant signs then (1.23a) follows
from (1.23b), so that the sequence {SNN (c, f), N ≥ 1} converges in mean if and only
if condition (1.23b) holds. Also, if

∑
n(

∑
nk|n |ϕn/nk

ck|)2 < ∞, then the sequence
{SNN (c, f), N ≥ 1} converges in mean.

Proof. Observe that

SNN (c, f) =
∑

n

en(
∑
nk|n
k≤N

ϕn/nk
ck) =

∑

|n|≤nN

en

∑

nk|n
ϕn/nk

ck +
∑

|n|>nN

en

∑
nk|n
k≤N

ϕn/nk
ck.

Let M ≥ N ≥ R. Then,

〈SNN (c, f), SNM (c, f)〉 =
∑

n

(
∑
nk|n
k≤N

ϕn/nk
ck)(

∑
nk|n
k≤M

ϕn/nk
ck)

=
∑

|n|≤nR

(
∑
nk|n
k≤N

ϕn/nk
ck)2 +

∑

|n|>nR

(
∑
nk|n
k≤N

ϕn/nk
ck)(

∑
nk|n
k≤M

ϕn/nk
ck).

Thus
∣∣∣〈SNN (c, f), SNM (c, f)〉 −

∑

|n|≤nR

(
∑
nk|n
k≤N

ϕn/nk
ck)2

∣∣∣

≤
[ ∑

|n|>nR

∣∣ ∑
nk|n
k≤N

ϕn/nk
ck

∣∣2
] 1

2
[ ∑

|n|>nR

∣∣ ∑
nk|n
k≤M

ϕn/nk
ck

∣∣2
] 1

2

≤ sup
P≥R

∑

|n|>nR

∣∣ ∑
nk|n
k≤P

ϕn/nk
ck

∣∣2

→ 0,
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as R tends to infinity by assumption. Consequently,

lim
R→∞

sup
M,N≥R

∣∣∣〈SNN (c, f), SNM (c, f)〉 −
∑

|n|≤nR

(
∑
nk|n
k≤N

ϕn/nk
ck)2

∣∣∣ = 0.

In other words,

lim
M,N→∞

〈SNN (c, f), SNM (c, f)〉 = A :=
∑

n

(
∑

nk|n
ϕn/nk

ck)2 < ∞.

And also
lim

N→∞
‖SNN (c, f)‖22 = A.

These two facts then imply that

lim
N,M→∞

‖SNN (c, f)− SNM (c, f)‖2 = 0,

as required.
Conversely if the sequence {SNN (c, f), N ≥ 1} converges in mean, it is then bounded in
mean:

sup
N≥1

‖SNN (c, f)‖2 = B < ∞.

But as
‖SNN (c, f)‖22 =

∑

|n|≤nN

( ∑

nk|n
ϕn/nk

ck

)2 +
∑

|n|>nN

( ∑
nk|n
k≤N

ϕn/nk
ck

)2
,

this implies that A ≤ B. Now let f∗ denote the limit in mean of the sequence
{SNN (c, f), N ≥ 1}. From

∣∣∣〈f∗, en〉 − 〈SNN (c, f), en〉
∣∣∣ ≤ ‖f∗ − SNN (c, f)‖2

we deduce

〈f∗, en〉 = lim
N→∞

〈SNN (c, f), en〉 = lim
N→∞

∑
nk|n
k≤N

ϕn/nk
ck =

∑

nk|n
ϕn/nk

ck.

Thus f∗ =
∑

n∈Z en

∑
nk|n ϕn/nk

ck. Let R be some positive integer and define HR =<

en, |n| ≤ nR >. Let pR be the projection onto the orthogonal complement HR
⊥ of HR.

Then,
∣∣∣‖pR(f∗)‖2 − ‖pR(SNN (c, f))‖2

∣∣∣ ≤ ‖pR(f∗)− pR(SNN (c, f))‖2 ≤ ‖f∗ − SNN (c, f)‖2 → 0,
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as N tend to infinity. Thus,

sup
N≥R

∣∣∣‖pR(f∗)‖2 − ‖pR(SNN (c, f))‖2
∣∣∣ ≤ sup

N≥R
‖f∗ − SNN (c, f)‖2 → 0,

as R tends to infinity. Now, by the triangle inequality,

sup
N≥R

‖pR(SNN (c, f))‖2 = sup
N≥R

[ ∑

|n|>nR

( ∑
nk|n
k≤N

ϕn/nk
ck

)2
] 1

2

≤ sup
N≥R

∣∣∣‖pR(f∗)‖2 − ‖pR(SNN (c, f))‖2
∣∣∣ + ‖pR(f∗)‖2

→ 0,

as R tends to infinity. This completes the proof.

2. Almost sure convergence–Sufficient conditions.

Let f ∈ L2(T) with
∫
T

f(t)dt = 0 and let N be an increasing sequence of positive inte-
gers. Using standard terminology, we call the pair (f,N ) (or, equivalently, the sequence
f(nkx)) a convergence system if for any c ∈ `2,

∑∞
k=1 ckf(nkx) converges for almost all

x ∈ (0, 1). This is the simplest and strongest type of behavior of
∑∞

k=1 ckf(nkx), but it
holds only in a few special situations. By Carleson’s deep theorem [C], {cos 2πnx} and
{sin 2πnx} are convergence systems. More generally, Gaposhkin [Gap4] proved (using
Carleson’s theorem) the following result:

Theorem C. Let f ∈ Lipα(T) for α > 1/2 and
∫
T

f(t)dt = 0. Then {f(nx), n =
1, 2, . . .} is a convergence system.

Another classical result, proved by Kac [K1] for the Lipschitz class and extended
substantially by Gaposhkin [Gap2] is the following

Theorem D. Let f ∈ L2(T) with
∫
T

f(t)dt = 0 and assume that the square modulus of
continuity ω2(δ, f) of f satisfies

ω2(δ, f) = O(
log

1
δ

)− 1
2−ε (ε > 0). (2.1)

Let (nk) be an sequence of positive reals satisfying the Hadamard gap condition

nk+1/nk ≥ q > 1 k = 1, 2, . . . (2.2)

13



Then f(nkx) is a convergence system.

These theorems describe the known situations when f(nkx) is a convergence system;
note that all conditions of these results are sharp. Gaposhkin [Gap1] showed that
Theorem D becomes false if we assume (2.1) only for ε = 0 and Berkes [Be5] proved that
the the condition f ∈ Lipα(T), α > 1/2 in Theorem C and the Hadamard gap condition
(2.2) in Theorem D are also best possible: there exists a function f ∈ Lip1/2(T) with∫
T

f(t)dt = 0 such that for any positive sequence {εk, k ≥ 1} tending to 0, there exists
an increasing sequence N of integers satisfying

nk+1/nk ≥ 1 + εk, k = 1, 2, . . . (2.3)

and c ∈ `2 such that the series
∑∞

k=1 ckf(nkx) diverges almost everywhere. Going
beyond the conditions of Theorems C and D, the almost everywhere convergence be-
havior of

∑∞
k=1 ckf(nkx) becomes very complicated and and examples show that the

properties of
∑∞

k=1 ckf(nkx) are determined by a delicate interplay between the coeffi-
cient sequence (ck), the smoothness properties of f and the growth speed and number-
theoretic properties of (nk). In this section we give a detailed study of this behavior
and prove several convergence results for such series. Our main interest will be to find
convergence criteria of the type

∑∞
k=1 c2

kω(k) < ∞ where ω(k) → ∞ is some positive
sequence (called Weyl multiplyer) depending on f and (nk).

Before formulating our results, we first give an equivalent reformulation of the
convergence system property of

∑∞
k=1 ckf(nkx) in terms of maximal operators.

Proposition 2.1. A pair (f,N ) is a convergence system if and only if there exists a
constant C such that for any c ∈ `2 the following maximal inequality holds:

sup
t≥0

t2λ
{

sup
N≥1

∣∣SNN (c, f)
∣∣ > t‖c‖2

}
≤ C.

Proof. Given a pair (f,N ), consider the L2(T)–operators SN ,f
N , N = 1, 2 . . . defined via

the isomorphism c 7→ g if g ∼ ∑
k c|k|ek by

SN ,f
N (g) =

N∑

k=1

ckf(nk.).

A first relevant observation in the proof will concern the following commutation prop-
erty. Consider the family of pointwise measurable transformations of T defined for each
positive integer j by

τjx = jx mod 1.

14



For fixed j, the transformation τ = τj preserves the normalized Lebesgue measure λ

(see [Hal] p. 5-37), so that τ is an endomorphism of the torus. It has been proved in
[P1] (Theorem 1 p. 112) that τ is also strongly mixing. Now, let E denotes the family
of associated operators on L0(T):

Tjg = g ◦ τj .

That the Tj ’s are commuting positive L2-isometries, preserving 1 is better viewed on
Fourier expansion of g, since if g ∼ ∑

m∈Z gmem, then Tjf ∼ ∑
m∈Z gmemj , which

readily implies
Tk(Tjg) = Tj(Tkg), (j, k = 1, 2 . . .). (2.4)

Proceeding next by approximation, we deduce that (2.4) hold for any g ∈ Lp(T), 0 <

p ≤ ∞. This in particular implies that the sequence of operators SN ,f
N commutes with

E : for any g ∈ L2(T),

SN ,f
N (Tjg) = Tj(S

N ,f
N g), (N, j = 1, 2 . . .) (2.5)

Further, the family E verifies a mean ergodic theorem in L2(T): for any g ∈ L2(T),

lim
J→∞

∥∥∥ 1
J

J∑

j=1

Tjg −
∫

T

gdλ
∥∥∥

2
= 0.

Since strong convergence implies weak convergence, it follows for any u, v ∈ L2(T) that

lim
J→∞

1
J

J∑

j=1

〈Tju, v〉 = 〈u, 1〉〈v, 1〉.

Choosing u = χ{A}, v = χ{B} where A,B are Borel sets of T and χ denotes indicator
function, we deduce

lim
J→∞

1
J

J∑

j=1

λ(T−1
j A ∩B) = λ(A)λ(B).

From this it follows easily that for any a > 1 and Borel sets A,B of T, there exists
T ∈ E such that

λ(T−1A ∩B) ≤ aλ(A)λ(B). (2.6)

Now Proposition 2.1 states, in terms of operators, that for any g ∈ L2(T) we have

sup
t≥0

t2λ
{

sup
N≥1

∣∣SN ,f
N g

∣∣ > t‖g‖2
}
≤ C.

And this is a consequence of the Continuity Principle [Gar].
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Proposition 2.1 implies that a pair (f,N ) is a convergence system only if the max-
imal operator

sup
N≥1

∣∣SNN (c, f)
∣∣

belongs to Lp(T) with p < 2. This has a consequence concerning convergence in mean.
Say by analogy that a pair (f,N ) is an Lp-convergence system if for any g ∈ L2(T) the
sequence {SN ,f

N g, N ≥ 1} converges in Lp(T).

Corollary 2.1. Assume that the pair (N , f) is a convergence system. Then, it is also
an Lp-convergence system for any p < 2.

Proof. Define ωR = supN,M≥R

∣∣SNN (c, f) − SNM (c, f)
∣∣. By assumption limR→∞ ωR = 0

a.e. And by the above remark ω1 ∈ Lp(T), p < 2. Thus by Fatou’s lemma

0 = E lim sup
N,M→∞

∣∣SNN (c, f)− SNM (c, f)
∣∣p ≥ lim sup

N,M→∞
E

∣∣SNN (c, f)− SNM (c, f)
∣∣p.

The previous results summarize the basic equivalence of a.e. convergence results
and maximal inequalities for f(nkx). In Theorem 2.6 at the end of this section we will
in fact prove a maximal inequality that leads to various a.e. convergence results for∑∞

k=1 ckf(nkx). Except this result, however, our approach to a.e. convergence will be
different and we will use a combination of martingale and quasi-orthogonality arguments
to achieve our goal. Theorems C and D above show that the convergence properties
of

∑∞
k=1 ckf(nkx) depend sensitively on the smoothness properties of f and we start

with a few preliminary remarks concerning smoothness criteria. Let f ∈ L2(T) with∫
T

f(t)dt = 0 have Fourier series

f ∼
∞∑

k=1

(ak cos 2πkx + bk sin 2πkx) (2.7)

and let

rf (N) =
∞∑

k=N

(a2
k + b2

k). (2.8)

Given an integer m ≥ 1, let [f ]m denote the function in [0, 1) which takes the constant
value m

∫ (k+1)/m

k/m
f(t)dt in the interval [k/m, (k + 1)/m), (k = 0, 1, . . . ,m − 1). In

probabilistic terms, [f ]m is the conditional expectation of f with respect to the σ-field
generated by the intervals [k/m, (k + 1)/m). Let

r∗f (N) = ‖f − [f ]N‖. (2.9)
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The speed of convergence of r∗f (N) to zero clearly measures the smoothness of f ; for
example if f is a Lip (α) function then r∗f (N) = O(n−α). A simple connection between
rf (N) and r∗f (N) is given by the following lemma, due essentially to Ibragimov [Ibr].
Its proof will be given after the proofs of Theorems 2.1 and 2.2.

Lemma 2.1. Let λ > 1 and g(t) = f(λt). Then we have for any m ≥ λ

‖g − [g]m‖ ≤ C
(
(m/λ)−1/2 + rf ((m/λ)1/3)

)

where C is a positive constant depending only on f .

In particular, for any N ≥ 1 we have

r∗f (N) ≤ C(N−1/2 + rf (N1/3)).

Thus if rf (N) = O(N−α) for some 0 < α ≤ 1, then r∗f (N) = O(N−α/3).

Another connection between the smoothness properties of f and the quantity r∗f (N)
is given by Lemma 2.2 below. Let δ : [0, 1] → [0, 1] be concave increasing function with
δ(0) = 0, and let Ψ be a Young function.

Lemma 2.2. Let f ∈ L2(T) with
∫
T

f(x)dx = 0 and assume that

∫

T

∫

T

Ψ
( |f(u)− f(v)|

δ(|u− v|)
)
dudv < ∞. (2.10)

Then for any t > 0

λ{|f − [f ]n| ≥ t} ≤ n2Ψ
(

ct

δ(n−1)

)−1

where c is a constant depending on f .

Turning to the convergence behavior of
∑

ckf(nkx), we first study the lacunary
case, i.e. we assume that (nk) grows very rapidly. If (nk) satisfies the Hadamard gap
condition (2.2), then by Theorem D the system f(nkx) is a convergence system under
mild smoothness conditions on f . We investigate now the case when (nk) grows with a
sub-exponential speed, i.e. it satisfies the gap condition

nk+1/nk ≥ 1 + εk, k = 1, 2, . . .
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where εk tends to 0. A remarkable result on trigonometric series with sub-Hadamard
gaps was proved by Erdős [E], who showed that if (nk) is a sequence of positive integers
satisfying

nk+1/nk ≥ 1 + ck−β , k = 1, 2, . . . (2.11)

for some c > 0, β < 1/2, then sin 2πnkx satisfies the central limit theorem, i.e.

lim
N→∞

λ{x ∈ (0, 1) : (N/2)−1/2
N∑

k=1

sin 2πnkx ≤ t} = (2π)−1/2

∫ t

−∞
e−u2/2du.

Moreover, this result becomes false for β = 1/2. Thus, under (2.11) with β < 1/2 the
sequence sin 2πnkx behaves like a sequence of independent random variables, and this
is no more valid if β = 1/2. Our next theorem gives a strong convergence property of
series

∑∞
k=1 ckf(nkx) under the Erdős gap condition (2.11). Define, for any % > 0

τk,%(c) = sup
L≥k%+1

L+[k%]∑

`=L

|c`|.

Theorem 2.1. Let f ∈ L∞(T) with
∫
T

f(t)dt = 0 and rf (N) = O(N−α) for some
α > 0. Let (nk) be a sequence of positive integers satisfying the gap condition (2.11)
with some β < 1/2, and let c ∈ `2 with τk,%(c) = o(1) for all 0 < % < 1. Assume that∑∞

k=1 ckf(nkx) and all of its subseries converge in L2(T) norm. Then
∑∞

k=1 ckf(nkx)
also converges a.e.

It seems likely that Theorem 2.1 remains valid without the technical condition
τk,%(c) = o(1), but this remains open. This condition is certainly satisfied if ck =
O(k−1/2) which, in turn, holds if c ∈ `2 and (ck) is monotone.

Note that if Xk are independent r.v.’s then under suitable moment conditions,
mean convergence of

∑∞
k=1 Xk implies a.e. convergence of the same series. Theorem 2.1

establishes a similar property for
∑∞

k=1 ckf(nkx). Note that the central limit theorem
is in general not valid for f(nkx) under the gap condition (2.11) with β < 1/2, despite
Erdős’ theorem mentioned above. (See Kac [K2], p. 645).

Corollary 2.2. Let f ∈ L∞(T) with
∫
T

f(t)dt = 0 and rf (N) = O(N−α) for some
α > 0. Assume that the Dirichlet series

∞∑
n=1

ann−s, and
∞∑

n=1

bnn−s (2.12)
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are regular and bounded in the half-plane <(s) > 0. Let (nk) be a sequence of positive
integers satisfying the gap condition (2.11) with some β < 1/2. Then

∑∞
k=1 ckf(nkx)

converges a.e. provided c ∈ `2 and ck = O(k−1/2).

Corollary 2.2 connects the a.e. convergence of lacunary series
∑∞

k=1 ckf(nkx) to the
classical Wintner theory, showing that the boundedness of the associated Dirichlet se-
ries (2.12) implies not only mean, but actually a.e. convergence in the lacunary case. In
Section 3 we will show that this result is best possible: if the boundedness condition on
the Dirichlet series (2.12) is not satisfied, there exists a sequence (nk) satisfying (2.11)
for all β < 1/2, and a positive nonincreasing sequence c ∈ `2 such that

∑∞
k=1 ckf(nkx)

diverges almost everywhere. On the other hand, if we are interested in the a.e. conver-
gence of

∑∞
k=1 ckf(nkx) under more stringent coefficient conditions

∑∞
k=1 c2

kω(k) < ∞,
ω(k) → ∞, then the condition on the Dirichlet series can be dropped, as the following
result shows.

Lemma 2.3. Let f ∈ Lipα(T) for some 0 < α ≤ 1 and assume that
∫
T

f(t)dt = 0. Let
(nk) be an increasing sequence of positive integers and put

ω(j) := max


 ∑

1≤`≤j

(
n`

nj

)α

,
∑

k≥j

(
nj

nk

)α

 .

Then
∫

T

(
N∑

k=1

ckf(nkx)

)2

dx ≤ C

N∑

k=1

c2
kω(k)

with some constant C. In particular, if
∑∞

k=1 c2
kω(k) < ∞,

∑∞
k=1 ckf(nkx) converges

in L2 norm.

In particular, if nk = [exp(k/(log k)τ )], then ω(j) = (log j)ρ and in the case nk =
[exp(kη)], 0 < η < 1, then ω(j) = j1−η.

We supplement Theorem 2.1 with another result reducing the almost everywhere
convergence of

∑N
k=1 ckf(nkx) to mean convergence under an additional assumption on

the size of the tail sums
∑∞

k>N c2
k, or, alternatively, under assuming

∑∞
k=1 c2

kω(k) < ∞
for a suitable ω(k) →∞.

Theorem 2.2. Let f ∈ Lipα(T) for some 0 < α ≤ 1 and assume that
∫
T

f(t)dt =
0. Let (nk) be an increasing sequence of positive integers and c ∈ `2. Assume that
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∑∞
k=1 ckf(nkx) converges in L2 norm and

lim
R→∞

( ∑

k>R

c2
k

)1/2( ∑

k>R

n−2
k

)1/2( R∑

k=1

nα
k

)1/α = 0. (2.13)

Then
∑∞

k=1 ckf(nkx) converges almost everywhere.

If the sequence (nk) satisfies the Hadamard gap condition (2.2), relation (2.13) triv-
ially holds whenever c ∈ `2. If, on the other hand, (nk) grows slower than exponentially,
condition (2.13) imposes a restriction on the tail sums

∑
k>R c2

k, which is very mild if
(nk) grows near exponentially. For example, if nk = [ek/(log k)τ

] for some τ > 0, then
(2.13) reduces to ∑

k>R

c2
k = O

(
(log R)−τ(1+2/α)

)
.

If nk = [ek/(log log k)τ

], then (2.8) becomes
∑

k>R

c2
k = O

(
(log log R)−τ(1+2/α)

)
,

and if nk = [ekγ

], 0 < γ < 1 then we get
∑

k>R

c2
k = O

(
R−(1−γ)(1+2/α)

)
.

The latter case corresponds to the Erdős gap condition (2.11), and thus we see that the
conditions of Theorem 2.2 are more restrictive than those of Theorem 2.1. On the other
hand, in Theorem 2.2 we do not assume regularity conditions like ck = O(k−1/2).

Proof of Theorem 2.2. We follow Kac [K1]. For almost all points t0

f∗(t0) = lim
h→0

1
h

∫ t0+h

t0

f∗(u)du. (2.14)

Now, since
∑

k≥1 ckf(nk.) converges in mean to f∗, by Parseval relation

∫ t0+h

t0

f(u)∗du =
∑

k≥1

ck

∫ t0+h

t0

f(nku)du. (2.15)

We shall use the following estimate: there exists a constant C such that for any 0 ≤
a < b < 1 and any positive integer k

∣∣
∫ b

a

f(nku)du
∣∣ ≤ Cn−1

k . (2.16)
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Let χ be the characteristic function of the interval [a, b], with period 1 extended onto
the whole real line. Suppose that

χ(x) =
∑

m∈Z

amem(x).

By Parseval’s relation, ∫ b

a

f(nku)du =
∑

m∈Z

ϕmankm.

Since χ is of bounded variation, we have

am = O(
1/|m|),

(see Zygmund [Z] p. 323) and thus we get

∣∣
∫ b

a

f(nku)du
∣∣ ≤

[ ∑

m∈Z

|ϕm|2
]1/2[ ∑

m∈Z

|ankm|2
]1/2

≤ C‖f‖2/nk.

Combining (2.15) with (2.16) gives

∣∣∣
∫ t0+h

t0

f∗(u)du−
R∑

k=1

ck

∫ t0+h

t0

f(nku)du
∣∣∣ ≤ C

[ ∑

k>R

c2
k

]1/2[ ∑

k>R

(
1
nk

)2
]1/2

.

Since f belongs to Lipα(T),

∣∣∣
R∑

k=1

ck

∫ t0+h

t0

[
f(nku)− f(nkt0)

]
du

∣∣∣ ≤ C|h|1+α
R∑

k=1

|ck|nα
k .

Therefore
∣∣∣ 1
h

∫ t0+h

t0

f∗(u)du−
R∑

k=1

ckf(nkt0)
∣∣∣

≤ C

{
|h|−1

[ ∑

k>R

c2
k

]1/2[ ∑

k>R

(
1
nk

)2
]1/2

+ |h|α
R∑

k=1

|ck|nα
k

}
.

Choosing h = hR =
( ∑R

k=1 nα
k

)−1/α and observing that

|hR|α
R∑

k=1

|ck|nα
k =

∑R
k=1 |ck|nα

k∑R
k=1 nα

k

→ 0,

as R tend to infinity since ck tend to 0 as k tend to infinity, finally shows in view of
condition (2.13)

lim
R→∞

∣∣∣ 1
hR

∫ t0+hR

t0

f∗(u)du−
R∑

k=1

ckf(nkt0)
∣∣∣ = 0.

The proof is completed by combining the above result with (2.14).
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Proof of Lemma 2.1. From f ∈ Lipα(T) it follows (see Zygmund [Z] p. 324) that

∞∑

`=n+1

(a2
` + b2

`) ≤ Dn−2α.

Let j ≤ k be fixed positive integers. Using Parseval’s relation yields
∫

T

ϕ(njx)ϕ(nkx)dx =
∑

rnj=snk

(aras + brbs).

The relation j ≤ k together with rnj = snk implies that s ≥ 1 and r ≥ (nk/nj). Using
the inequality |aras + brbs| ≤ (a2

r + b2
r)

1/2(a2
s + b2

s)
1/2, and the Schwarz inequality we

get
∣∣∣
∫

T

ϕ(njx)ϕ(nkx)dx
∣∣∣ ≤

[ ∑

r≥nk/nj

(a2
r + b2

r)
]1/2[∑

s≥1

(a2
s + b2

s)
]1/2

≤ B(
nj

nk
)α.

Thus ∣∣∣
∫

T

∑

1≤j<k≤N

cjckϕ(njx)ϕ(nkx)dx
∣∣∣

≤
∑

1≤j<k≤N

|cj ||ck|(nj

nk
)α ≤

∑

1≤j<k≤N

(
|cj |2 + |ck|2

2
)(

nj

nk
)α

≤ 1
2

N∑

k=1

c2
k

∑

1≤j<k

(
nj

nk
)α +

1
2

N∑

j=1

c2
j

∑

j<k≤N

(
nj

nk
)α ≤

N∑

k=1

c2
kω(k),

proving Lemma 2.3.

Proof of Theorem 2.1. As a first step, we approximate the functions f(nkx) by step-
functions ϕk(x) as follows. Let 2` ≤ nk < 2`+1, put m =

[
` + 120β−1 log k

]
and let

ϕk(x) = [f(nkx)]m. By Lemma 2.1 we have

‖f(nkx)− ϕk(x)‖ ≤ C

(
2m

nk

)−β/6

≤ C2−20 log k ≤ Ck−10. (2.17)

Choose % so that 1
2 ∨ γ

1−γ < % < 1 (such a % exists since γ < 1/2) and split the sequence
of positive integers into consecutive blocks ∆1, ∆′

1,∆2, ∆′
2, . . . so that

|∆k| = |∆′
k| = [k%].

Set
Tk =

∑

ν∈∆k

cνf(nνx), Dk =
∑

ν∈∆k

cνϕν(x).
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Clearly, each integer in ∆k exceeds (k − 1)% ≥ (k − 1)1/2 and thus by (2.17)

‖Tk −Dk‖ ≤ C

∞∑

ν=(k−1)1/2

ν−10 ≤ Ck−4. (2.18)

Next we show

Lemma 2.4. We have

P
{|E (Dk | Fk−1)| ≥ k−2

} ≤ Ck−2, (2.19)

where Fk−1 denotes the σ-field generated by D1, . . . , Dk−1.

Proof. We first show that
|E (Tk | Fk−1)| ≤ Ck−2. (2.20)

To see this, let r and t denote the largest integer of ∆k−1 and the smallest integer of
∆k, respectively. Let 2` ≤ nr < 2`+1, w =

[
` + 120

β log r
]
. From the definition of ϕν it

is clear that every ϕν , 1 ≤ ν ≤ r takes a constant value on each interval of the form

A = [i2−w, (i + 1)2−w), 0 ≤ i ≤ 2w − 1 (2.21)

and thus each set of the σ-field Fk−1 can be written as a union of intervals of the form
(2.21). Thus to prove (2.20) it suffices to show that

|A|−1

∣∣∣∣
∫

A

Tk dx

∣∣∣∣ ≤ Ck−2 (2.22)

for any A of the form (2.21). Now for the set A in (2.21) we have

|A|−1

∣∣∣∣
∫

A

Tk dx

∣∣∣∣ = 2w

∣∣∣∣
(i+1)2−w∫

i2−w

∑

ν∈∆k

cνf(nνx)dx

∣∣∣∣

=
∣∣∣∣

i+1∫

i

∑

ν∈∆k

cνf(mνt)dt

∣∣∣∣

(2.23)

where mν = 2−wnν . Using (2.11), 1 + x ≥ exp(x/2) for 0 ≤ x ≤ 1 and the relations
r ∼ t ∼ Ck%+1, t− r ∼ k% we get

1
mt

=
2w

nt
≤ 2`r120/β

nt
≤ r120/β nr

nt

≤ r120/β
t−1∏
ν=r

(
1 +

1
νγ

)−1

≤ r120/β

(
1 +

1
tγ

)−(t−r)

≤ r120/β exp
(
− t− r

2tγ

)
≤ Ck240/β exp(−Ckτ )

≤ Ck−3,

(2.24)
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where τ = %− (% + 1)γ > 0 by the choice of %. By the periodicity of f and
∫ 1

0
fdx = 0

we clearly have for any real L and λ ≥ 1

∣∣∣∣
L+1∫

L

f(λx)dx

∣∣∣∣ ≤
2
λ

1∫

0

|f(x)|dx

and thus (2.24) shows that the last expression of (2.23) cannot exceed

∑

ν∈∆k

C|cν |
mν

≤ C|∆k| 1
mt

≤ Ck−2.

Hence we proved (2.22) and thus (2.20).

It is now easy to complete the proof of Lemma 2.4. By (2.18) and well-known
properties of conditional expectations we have

∥∥E (|Dk − Tk|2 | Fk−1)
∥∥

1
= E |Dk − Tk|2 ≤ Ck−8

and thus by the Markov inequality

P
{
E (|Dk − Tk| | Fk−1) ≥ k−2

} ≤ P
{
E

(|Dk − Tk|2 | Fk−1

) ≥ k−4
} ≤ Ck−4.

Together with (2.20) this yields (2.19).

Set Dk = Dk −E (Dk | Fk−1); clearly (Dk, Fk) is a martingale difference sequence
and hence orthogonal. Also,

‖E(Dk | Fk−1)‖ ≤ ‖E((Dk − Tk) | Fk−1)‖+ ‖E(Tk | Fk−1)‖
≤ ‖Dk − Tk‖+ Ck−2 ≤ C(k−4 + k−2)

(2.25)

by (2.18) and (2.20). By the assumptions of Theorem 2.1,
∑∞

k=1 Tk converges in L2(T)
norm and thus

‖
n∑

k=m

Tk‖ → 0 as m,n →∞.

Consequently, using the orthogonality of Dk, (2.18) and (2.25) we get

(
n∑

k=m

ED
2

k

)1/2

= ‖
n∑

k=m

Dk‖ ≤ ‖
n∑

k=m

Dk‖+ ‖
n∑

k=m

E(Dk | Fk−1)‖

≤ ‖
n∑

k=m

Dk‖+ C

n∑

k=m

k−2 ≤ ‖
n∑

k=m

Tk‖+ C ′
n∑

k=m

k−2 −→ 0

(2.26)
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as m,n → ∞. Thus
∑∞

k=1 ED
2

k < ∞ and thus the martingale convergence theorem
implies that

∑
k Dk is a.e. convergent. Now

∑
k E (Dk | Fk−1) is a.e. convergent by

Lemma 2.4 and the Borel–Cantelli lemma, further
∑

k(Tk −Dk) is a.e. convergent by
(2.18) and the Beppo Levi theorem. Thus

∑
k Tk is a.e. convergent; for the same reason∑

k T ′k is also a.e. convergent, where

T ′k =
∑

ν∈∆′
k

cνf(nνx).

Hence setting
SN =

∑

ν≤N

cνf(nνx), Nk = 2
∑

i≤k

[i%]

we proved that SNk
is a.e. convergent. To prove the theorem it remains to show that

Mk → 0 a.e. where
Mk = max

Nk≤N<Nk+1
|SN − SNk

|.

Let D denote a constant such that |f | ≤ D. Then by using Nk ∼ Ck%+1, Nk+1 −Nk ∼
2k% and τk,%(c) = o(1) we get

Mk ≤ D

Nk+1∑

ν=Nk+1

|cν | ≤ Cτk,%(c) = o(1).

Hence Theorem 2.1 is proved.

Proof of Lemma 2.1. Let us write f = f1 + f2 where

f1 =
N∑

k=1

(ak cos 2πkx + bk sin 2πkx), f2 = f − f1,

N is an integer to be specified later. If g(x) = f(λx) then we have g = g1 + g2, where
g1(x) = f1(λx), g2(x) = f2(λx). Evidently

| cos βx− [cos βx]m| ≤ β/m, | sin βx− [sin βx]m| ≤ β/m

for any β > 0 and thus using

g1(x) =
N∑

k=1

(ak cos 2πkλx + bk sin 2πkλx)
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and the linearity of the operation g → [g] and the fact that ‖[g]m‖ ≤ ‖g‖ we get

|g1 − [g1]m| ≤
N∑

k=1

2πkλ(|ak|+ |bk|)m−1

≤ 2πλm−1

(
N∑

k=1

k2

)1/2



( ∞∑

k=1

a2
k

)1/2

+

( ∞∑

k=1

b2
k

)1/2

 ≤ Cλm−1N3/2

(2.27)

with some constant C depending on f . Further, by the periodicity of f and f1 we have

‖g2 − [g2]m‖2 ≤ 2‖g2‖2 = 4
∫ 1

0

f2(λx)2dx = 4λ−1

∫ λ

0

f2(t)2dt ≤ 4λ−1

∫ [λ]+1

0

f2(t)2dt

4λ−1

∫ (

0

[λ] + 1)
∫ 1

0

f2(t)2dt ≤ 8‖f − f2‖2 = 8r(N).

(2.28)
Using relations (2.27)-(2.28) we get

‖g − [g]m‖ ≤ C(λm−1N3/2 + r(N)) (2.29)

whence the statement of the lemma follows by choosing N = [(m/λ)1/3].

We turn now to the nonlacunary case, i.e. the case when no growth condition on
(nk) is assumed. As we already indicated, in this case the number-theoretic struc-
ture of the sequence (nk) will play an important role in the convergence behavior of∑∞

k=1 ckf(nkx). Before formulating our results, we first recall a useful notion from the
theory of orthogonal series. Let (fn) be a sequence of functions belonging to L2(0, 1)
and let aj,k =

∫ 1

0
fj(x)fk(x)dx. We call (fn) quasi-orthogonal when the quadratic form

defined on `2(N) by: (xn)n 7→
∑

h,k ah,kxhxk is bounded. The important consequence
of this property is that for any sequence c = {cn, n ≥ 1} ∈ `2, the series

∑
n cnfn

converges in L2(0, 1).
A sequence c = {cn, n ≥ 1} ∈ `2 will be said universal if the series

∑
cnψn

converges almost everywhere for every orthonormal system of functions (ψn)n. By a
theorem of Schur [O], p.56 if c is universal, then the series

∑
cnfn converges almost

everywhere for any quasi-orthogonal system of functions (fn). Typical examples of uni-
versal sequences are those produced by the general results from the theory of orthogonal
series, like the Rademacher-Menshov theorem, implying that a sequence (cn) is universal
if

∑∞
k=1 c2

k(log k)2 < ∞. The notion of quasi-orthogonal system is therefore of particular
relevance in the study of the convergence in mean and/or almost everywhere of series∑

n cnf(nkx). In this direction, we will establish the following general result. Here, and
in the sequel, let L(x) = log(x ∨ 1) for x ∈ R.
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Theorem 2.3. Let f ∈ L2(T) with
∫
T

f(x)dx = 0. Let (nk) be an increasing sequence
of positive integers and assume that there exists a sequence (Ck) of positive integers
such that ∞∑

k=1

r∗f (Ck)2 < ∞ (2.30)

and

sup
h≥1

Ch

∑

k>h

(nh, nk)
nk

L

(
(nh, nk)Ck

nh

)
< ∞. (2.31)

Then the series
∑∞

k=1 ckf(nkx) converges a.e. for any universal sequence c, in particular
if

∑∞
k=1 c2

k(log k)2 < ∞.

The following theorem describes what happens if condition (2.31) of Theorem 2.3
is not assumed.

Theorem 2.4. Let f ∈ L2(T) with
∫
T

f(x)dx = 0. Let (nk) be an increasing sequence
of positive integers and assume that there exists a sequence (Ck) of positive integers and
a positive nondecreasing sequence (λk) such that λ2k/λk = O(1) and

∞∑

k=1

r∗f (Ck)2/λk < ∞ (2.32)

sup
1≤h≤N

Ch

∑

h<k≤N

(nh, nk)
nk

L

(
(nh, nk)Ck

nh

)
≤ λN . (2.33)

Then
∑∞

k=1 ckf(nkx) converges a.e. provided
∑∞

k=1 c2
k(log k)2λk < ∞.

Choosing the sequences (Ck) and (λk) optimally in Theorem 2.4 requires a ”bal-
ancing” act, but giving up a little accuracy, such sequences are easy to find: first choose
(Ck) so that (2.32) holds with λk = 1 and then choose λk so that (2.33) holds.

The following analogue of Theorem 2.4 is easier to formulate and prove, but still
have useful applications.

Theorem 2.5. Let f ∈ L2(T) with
∫
T

f(x)dx = 0 and with Fourier coefficients sat-
isfying ak = O(k−α), bk = O(k−α), α > 1/2. Let (nk) be an increasing sequence of
integers and let (λk) be a positive nondecreasing sequence such that λ2k/λk = O(1) and

sup
1≤h≤N

N∑

k=1

〈nh, nk〉α ≤ λN .
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Then
∑∞

k=1 ckf(nkx) converges a.e. provided
∑∞

k=1 c2
k(log k)2λk < ∞.

Before proving Theorems 2.3-2.5, we give some applications.

Corollary 2.3. Let f ∈ L2(T) with
∫
T

f(x)dx = 0 and rf (n) = O(n−α). Let (nk) be
an increasing sequence of coprime integers such that nk ≥ kβ with some β > 1+1/(2α).
Then

∑∞
k=1 ckf(nkx) converges a.e. for any universal c.

Corollary 2.3*. Let f ∈ L2(T) with
∫
T

f(x)dx = 0 and with Fourier coefficients
satisfying ak = O(k−α), bk = O(k−α), α > 1/2. Let (nk) be an increasing sequence of
pairwise coprime integers such that

∑∞
k=1 n−α

k < ∞. Then
∑∞

k=1 ckf(nkx) converges
a.e. for any universal c.

The assumptions of Corollaries 2.3 and 2.3* on f are different, but the conclusions
are similar.

Corollary 2.4. Let f ∈ L2(T) have Fourier-coefficients O(1/k) (for example, let
f ∈ BV (0, 1)) and let (nk) be a sequence of integers such that for any d ≥ 1 we have∑

d|nk
n−1

k ≤ A/d with an absolute constant A. Then
∑∞

k=1 ckf(nkx) converges a.e.
provided

∞∑

k=1

c2
k(log k)2 log nk < ∞.

Corollary 2.5. Let f ∈ L2(T) with
∫
T

f(x)dx = 0 and rf (n) = O(n−α). Then the
series

∑∞
k=1 ckf(kx) converges a.e. provided

∞∑

k=1

c2
kkγ < ∞ for some γ > 1/(1 + 2α).

Corollary 2.5*. Let f ∈ L2(T) with
∫
T

f(x)dx = 0 and with Fourier coefficients
satisfying ak = O(k−α), bk = O(k−α), 1/2 < α < 1. Then

∑∞
k=1 ckf(kx) converges

a.e. provided
∞∑

k=1

c2
kk1−α(log k)2 < ∞.
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Corollary 2.6. Let f ∈ L2(T) have Fourier-coefficients O(1/k) (for example, let
f ∈ BV (0, 1)). Let nk = kr, r ≥ 2. Then

∑∞
k=1 ckf(nkx) converges a.e. provided

∞∑

k=1

c2
k(log k)2 < ∞.

Corollary 2.6*. Let f ∈ L2(T) with
∫
T

f(x)dx = 0 and with Fourier coefficients
satisfying ak = O(k−α), bk = O(k−α), α > 1/2. Let nk = kr, where r is an integer with
r > 1/α. Then

∑∞
k=1 ckf(nkx) converges a.e. provided

∞∑

k=1

c2
k(log k)2 < ∞.

Proof of Theorem 2.5. We follow the proof of Theorem 1.1 with minor modifications,
using the same notations. The assumption

∑∞
k=1 c2

k(log k)2λk < ∞ and the estimates
in the second line of (1.18) with γ = 2 show that

∑∞
k=1 ν2

∫
T

Z2
νdx < ∞ and thus∑∞

k=1 ν2Z2
ν < ∞ almost everywhere. Hence (1.17) implies that the first expression

in (1.16) converges to 0 almost everywhere as m,n → ∞, and thus the partial sums∑2N

k=1 ckf(nkx) converge a.e. Now (1.16) and the Rademacher-Mensov inequality (see
e.g. Zygmund [Z]) imply

∫

T

max
2N+1≤m≤2N+1




m∑

k=2N+1

ckf(nkt)




2

dt

≤ C3λ2N+1




2N+1∑

k=2N+1

c2
k


 (log 2N )2 ≤ C4

2N+1∑

k=2N+1

c2
k(log k)2λk

(2.34)

Summing these relations for N = 1, 2, . . . and using
∑∞

k=1 c2
k(log k)2λk < ∞, it follows

that

max
2N+1≤m≤2N+1




m∑

k=2N+1

ckf(nkt)




2

→ 0 a.e.

completing the proof of Theorem 2.5.

Proof of Theorem 2.4. Let fk = [f ]Ck
(nk·). By the Cauchy-Schwarz inequality we get

∞∑

k=1

|ck|‖f(nk·)− fk(·)‖ =
∞∑

k=1

|ck|‖f(·)− [f ]Ck
(·)‖ =

∞∑

k=1

|ck|r∗f (Ck)

≤
( ∞∑

k=1

c2
kλk

)1/2 ( ∞∑

k=1

r∗f (Ck)2/λk

)1/2

< ∞
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by the assumptions of Theorem 2.4. It follows that
∑∞

k=1 |ck||f(nkt)− fk(t)‖ converges
a.e. and thus the series

∑∞
k=1 ckf(nkt) converges almost everywhere if and only if the

series
∑∞

k=1 ckfk(t) does. The problem thus reduces to the study of the last series, and
to do this, we will analyse the correlation properties of the functions fk. Define, for any
non-empty interval π of T,

fπ =
1
|π|

∫

π

f(u)du. (2.35)

Then
[f ]Cn

(x) =
∑

π∈Πn

fπχ(π)(x),

where Πn denotes the partition of [0, 1) defined by the subdivision

[(j − 1)/Cn, j/Cn) j = 1, . . . , Cn. (2.36)

Since
∫
T

f(f)dt = 0, we have

[f ]Cn(x) =
∑

π∈Πn

fπ
[
χ(π)(x)− |π|] (2.37)

and consequently for h ≤ k we get

〈fh, fk〉 =
∑

π∈Πh

∑

π
′∈Πk

fπfπ
′〈χπ({nhy})− |π|, χπ

′({nky})− |π′|〉. (2.38)

where the indicators are extended with period 1. Thus the calculation reduces to esti-
mating the correlation for indicators of intervals. Let 0 ≤ a < b < 1. It is classical to
expand the indicator function χ([a, b))(x) in a Fourier series, and one gets

χ([a, b))(x) = b− a +
∑

n∈Z∗
(
−1

2iπn
)
{
e−2iπnb − e−2iπna

}
e2iπnx

= b− a

+
∞∑

n=1

1
πn

{
sin 2πnx

(
cos 2πnb− cos 2πna

)
+cos 2πnx

(
sin 2πnb− sin 2πna

)}
,

(2.39)

for almost all x. Now, let 0 ≤ a < b < c < d < 1. Put ϕ = χ([a, b)), ψ = χ([c, d)),
and ϕ̄ = ϕ− (b− a), ψ̄ = ψ − (d− c). We study for given positive integers h and k the
correlation of the functions ϕ̄h = ϕ̄(hx), ψ̄k = ψ̄(kx). Put for u, v ∈ T and integer n,

δn(u, v) = e−2iπnv − e−2iπnu.
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Then,

ϕ̄(hx) =
∑

n∈Z∗
(
−1

2iπn
)e2iπnhxδn(a, b)

ψ̄(kx) =
∑

m∈Z∗
(
−1

2iπm
)e2iπmkxδm(c, d),

so that

〈ϕ̄h, ψ̄k〉 =
∑

n∈Z∗

∑

m∈Z∗

1
4π2mn

δn(a, b)δ−m(c, d)
∫

T

e2iπ(nh−mk)xdx

=
∑

m,n∈Z∗
nh−mk=0

1
4π2mn

δn(a, b)δ−m(c, d).

The equation nh −mk = 0 has solutions given by n = µk/(h, k) and m = µh/(h, k),
µ = 1, 2 . . .. Thus,

〈ϕ̄h, ψ̄k〉

=
〈h, k〉
4π2

∞∑
µ=1

1
µ2

{
δµk/(h,k)(a, b)δ−µh/(h,k)(c, d) + δ−µk/(h,k)(a, b)δµh/(h,k)(c, d)

}
.

(2.40)
It remains to compute δn(a, b)δ−m(c, d) + δ−n(a, b)δm(c, d). But, a plain calculation
shows

δn(a, b)δ−m(c, d) + δ−n(a, b)δm(c, d)

= 2
{

cos 2π(nb−md)− cos 2π(nb−mc)− cos 2π(na−md) + cos 2π(na−mc)
}

= 2 sin 2πm(d− c)
{

sin 2π(2nb−m(c + d))− sin 2π(2na−m(c + d))
}

= 4 sin 2πm(d− c) sin 2πn(b− a) cos 2π(n(a + b)−m(c + d)).

Therefore,

〈ϕ̄h, ψ̄k〉

=
〈h, k〉
π2

∞∑
µ=1

1
µ2

sin 2π
µh(d− c)

(h, k)
sin 2π

µk(b− a)
(h, k)

cos 2π
µ(k(a + b)− h(c + d))

(h, k)
.

(2.41)

It follows that

∣∣〈ϕ̄h, ψ̄k〉
∣∣ ≤ 〈h, k〉

π2

∞∑
µ=1

1
µ2

∣∣ sin 2π
µh(d− c)

(h, k)

∣∣∣∣ sin 2π
µk(b− a)

(h, k)

∣∣

≤ 2
π

min

{ ∞∑
µ=1

1
µ2

(
µh(d− c)

[h, k]
∧ 〈h, k〉),

∞∑
µ=1

1
µ2

(
µk(b− a)

[h, k]
∧ 〈h, k〉)

}
.

(2.42)
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Now, if (h,k)
h(d−c) > 1

∑

µ≤ (h,k)
h(d−c)

1
µ2

(
µh(d− c)

[h, k]
∧ 〈h, k〉) ≤ h(d− c)

[h, k]

∑

µ≤ (h,k)
h(d−c)

1
µ
≤ C

h(d− c)
[h, k]

log
(h, k)

h(d− c)
,

and,
∑

µ>
(h,k)

h(d−c)

1
µ2

(
µh(d− c)

[h, k]
∧ 〈h, k〉) ≤ 〈h, k〉

∑

µ>
(h,k)

h(d−c)
1

µ2≤C〈h,k〉h(d−c)
(h,k)

= C
h(d− c)

[h, k]
.

Thus ∞∑
µ=1

1
µ2

(
µh(d− c)

[h, k]
∧ 〈h, k〉) ≤ C

h(d− c)
[h, k]

log
(h, k)

h(d− c)
. (2.43a)

If (h,k)
h(d−c) ≤ 1, then 1 ≤ h(d−c)

(h,k) and

∞∑
µ=1

1
µ2

(
µh(d− c)

[h, k]
∧ 〈h, k〉) ≤ C〈h, k〉 ≤ C〈h, k〉h(d− c)

(h, k)
= C

h(d− c)
[h, k]

. (2.43b)

In both cases we get
∞∑

µ=1

1
µ2

(
µh(d− c)

[h, k]
∧ 〈h, k〉) ≤ C

h(d− c)
[h, k]

L
( (h, k)

h(d− c)

)
. (2.44)

Therefore,

∣∣〈ϕ̄h, ψ̄k〉
∣∣ ≤ C min

{
h(d− c)

[h, k]
L

( (h, k)
h(d− c)

)
,
k(b− a)

[h, k]
L

( (h, k)
k(b− a)

)
, 〈h, k〉

}
. (2.45)

Return now to (2.38). We deduce from (2.45)

∣∣〈χπ(nhy)− |π|, χπ
′(nky)− |π′|〉∣∣ ≤ C

nh|π′|
[nh, nk]

L
( (nh, nk)

nh|π′|
)
,

so that
∣∣〈fh, fk〉

∣∣ ≤ C
∑

π∈Πh

∣∣fπ
∣∣ ∑

π
′∈Πk

∣∣fπ
′∣∣|π′| nh

[nh, nk]
L

( (nh, nk)
nh|π′|

)

≤ C
∑

π∈Πh

∣∣fπ
∣∣ ∑

π
′∈Πk

∣∣
∫

π
′
f(u)du

∣∣ nh

[nh, nk]
L

( (nh, nk)CNk

nh

)

≤ C‖f‖1
∑

π∈Πh

∣∣fπ
∣∣( |π||π| )

nh

[nh, nk]
L

( (nh, nk)Ck

nh

)

≤ C‖f‖21
nhCh

[nh, nk]
L

( (nh, nk)Ck

nh

)
.

(2.46)
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Therefore, for h ≤ k

∣∣〈fh, fk〉
∣∣ ≤ C‖f‖21

(nh, nk)Ch

nk
L

( (nh, nk)Ck

nh

)
. (2.47)

Thus using (2.33) we get

∫

T

(
N∑

k=1

ckfk

)2

dx =

∣∣∣∣∣∣

N∑

h,k=1

〈fh, fk〉chck

∣∣∣∣∣∣
≤

N∑

h,k=1

〈fh, fk〉12(c2
h + c2

k) ≤
(

N∑

k=1

c2
k

)
λN

which corresponds to relation (1.16) in the proof of Theorem 1.1. The argument is now
completed by following the proof of Theorem 2.5.

Proof of Theorem 2.3. This is a special case of the previous proof for λn = O(1).

Proof of Corollaries 2.3, 2.3*. Since β > 1 + 1/(2α), we can choose γ > 0 such that
2αγ > 1 and β > γ +1. Let Ck = kγ , then (2.30) is trivially satisfied and the expression
in (2.31) is at most

sup
h≥1

∑

k>h

1
nk

L(Ck) ≤ Khγ
∑

k>h

k−β log k = O(h(γ−β−1) log h) = O(1).

for some constant K. Hence Corollary 2.3 follows from Theorem 2.3. A similar calcu-
lation shows that Corollary 2.3* follows from Theorem 2.5.

Proof of Corollary 2.4. This is immediate from Theorem 2.5 and estimate (1.22) in
Section 1.

Proof of Corollary 2.5. Let Cn = nγ where γ will be determined later. Observe that

Ch

n∑

k=h

(h, k)
k

L

(
(h, k)Ck

h

)
≤ log Cn

n∑

k=h

(h, k)Ch

k
. (2.48)

Fix a d|h and compute the last sum in (2.48) for those h ≤ k ≤ n such that (h, k) = d.
This restricted sum clearly cannot exceed

Ch

∑

1≤k≤n,d|k

d

k
≤ Cn

[n/d]∑

l=1

1
l
≤ Cn log n.
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Now summing for all d|h, we have to multiply the result with the number of divisors of
h, which is known to be at most A(ε)hε ≤ A(ε)nε, and thus the first sum in (2.48) is
at most A(ε)nεCn log Cn log n = O(nγ+ε). Similarly,

∑

k<h

kCk

[h, k]
L

(
(h, k)Ch

k

)
=

∑

k<h

(h, k)Ck

h
L

(
(h, k)Ch

k

)
≤ log Cn

∑

k<h

(h, k)Ck

h
. (2.49)

Fixing again d|h and summing for k with (h, k) = d, the last sum contains at most h/d

terms, all of which are ≤ d
hCn, and thus the sum is ≤ Cn. Summing now for d|h means

again multiplying with at most A(ε)hε ≤ A(ε)nε and thus the right side of (2.49) is
at most A(ε)nεCn log Cn = O(nγ+2ε). Thus choosing λn = nγ+2ε, condition (2.32) of
Theorem 2.4 is satisfied. Now rf (Ck) = O(C−α

k ) = O(k−γα) and thus (2.30) will hold
if γ = 1/(1 + 2α). As ε can be chosen arbitrarily small, Corollary 2.5 follows from
Theorem 2.4.

Proof of Corollary 2.5*. This is immediate from Theorem 2.5 and the last statement of
Lemma 1.1.

Proof of Corollaries 2.6, 2.6*. Let nk = kr for some integer r ≥ 2. Clearly 〈nk, nl〉 =
〈k, l〉r and thus Corollary 2.6 follows from Theorem 2.5 and the first statement of Lemma
1.1. The proof of Corollary 2.6* is similar.

To conclude this chapter, we prove a maximal inequality providing a further way
to prove a.e. convergence results for

∑∞
k=1 ckf(nkx).

Theorem 2.6. Let f ∈ L2(T) with
∫
T

f(t)dt = 0 and put

SN (x) =
∑

k≤N

ckf(kx).

Then for an arbitrary sequence (mk) of positive integers we have

∫ 1

0

max
M≤N

|SM (x)|dx ≤
∑

k≤N

|ck|rf (mk) + A

mN∑

l=1

(|al|+ |bl|)(
N∑

k=dl

c2
k)1/2 (2.50)

where dl = inf{k : mk ≥ l} is the inverse function of mk and A is an absolute constant.

If f(x) = sin 2πx or cos 2πx, Theorem 2.6 reduces to Hunt’s inequality [Hu]

∫ 1

0

max
M≤N

|SM (x)|dx ≤ C(
N∑

k=1

c2
k)1/2 (2.51)
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and in fact Theorem 2.6 is easy consequence of Hunt’s result. If the Fourier-series of
f is absolutely convergent, i.e.

∑∞
l=1(|al| + |bl|) < ∞, then choosing mk so large that∑∞

k=1 R(mk)2 < ∞, the right hand side of (2.50) is at most C(
∑N

k=1 c2
k)1/2, and thus

the statement lemma reduces again to (2.51). In particular, it follows that if the Fourier-
series of f is absolutely convergent (for example, if f belongs to the Lip 1/2 class), then∑∞

k=1 ckf(kx) converges a.e. provided c ∈ `2. This result is due to Gaposhkin [Gap4].
In contrast to Theorem 2.3, Theorem 2.6 loses the number-theoretic connection, but in
the case nk = k it leads, despite the simplicity of its proof, to sharper results than the
quasi-orthogonality method of Theorem 2.3, as the applications below will show.

Proof of Theorem 2.6. For simplicity we assume that the Fourier-expansion of f is a pure
cosine series (i.e. bl = 0); the general case can be treated similarly. write f = fk + gk

where

fk(x) =
mk∑

l=1

al cos 2πlx, gk(x) =
∞∑

l=mk+1

al cos 2πlx,

then
SN (x) = T

(1)
N + T

(2)
N

where
T

(1)
N =

∑

k≤N

ckfk(kx), T
(2)
N =

∑

k≤N

ckgk(kx).

Clearly
|T (2)

N | ≤
∑

k≤N

|ck||gk(kx)|

and thus
max
M≤N

|T (2)
M | ≤

∑

k≤N

|ck||gk(kx)|.

Hence ∫ 1

0

max
M≤N

|T (2)
M |dx ≤

∑

k≤N

|ck|‖gk(kx)‖1 ≤
∑

k≤N

|ck|rf (mk). (2.52)

On the other hand,

|T (1)
N | =

∣∣∣∣∣∣
∑

k≤N

ck

mk∑

l=1

al cos 2πklx

∣∣∣∣∣∣
=

∣∣∣∣∣
mN∑

l=1

al

N∑

k=dl

ck cos 2πklx

∣∣∣∣∣ ≤
mN∑

l=1

|al|
∣∣∣∣∣

N∑

k=dl

ck cos 2πklx

∣∣∣∣∣ .

Thus

max
M≤N

|T (1)
M | ≤

mN∑

l=1

|al| max
M≤N

∣∣∣∣∣
M∑

k=dl

ck cos 2πklx

∣∣∣∣∣
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and thus using Hunt’s inequality we get

∫ 1

0

max
M≤N

|T (1)
M |dx ≤ A

mN∑

l=1

|al|
(

N∑

k=dl

c2
k

)1/2

(2.53)

where A is an absolute constant. The lemma now follows from (2.52) and (2.53).

We give now some corollaries of Theorem 2.6.

Corollary 2.7. Let f ∈ BV (0, 1). Then
∑∞

k=1 ckf(kx) converges a.e. provided

∞∑

k=1

c2
k(log k)β < ∞ for some β > 2. (2.54)

Corollary 2.8. Let f ∈ Lipα(T) for some 0 < α < 1/2 and let
∫
T

f(t)dt = 0. Then∑∞
k=1 ckf(kx) converges a.e. provided

∞∑

k=1

c2
kk1−2α(log k)β < ∞ for some β > 1 + 2α. (2.55)

Corollary 2.9. Let f ∈ Lip1/2(T) and let
∫
T

f(t)dt = 0. Then
∑∞

k=1 ckf(kx) converges
a.e. provided

∞∑

k=1

c2
k(log k)β < ∞ for some β > 2. (2.56)

Corollary 2.8 was proved earlier by Gaposhkin [Gap2], while Corollary 2.9 improves
Theorem 3 of Gaposhkin [Gap2].

Note that in the case f ∈ Lipα(T) the convergence condition is much stronger for
0 < α < 1/2. It is possible that in the case 0 < α < 1/2 a condition

∞∑

k=1

ck(log k)γ < ∞ (2.57)

suffices for the a.e. convergence of
∑∞

k=1 ckf(kx) but this remains open. On the other
hand, Theorem 3 of [Be5] shows that for any 0 < α < 1/2 there exists f ∈ Lipα(T)
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with
∫
T

f(t)dt = 0 and a real sequence (ck) such that (2.72) holds for any γ < 1− 2α,
but

∑∞
k=1 ckf(kx) is a.e. divergent.

To prove the corollaries, assume first that f ∈ Lipα(T) with some 0 < α ≤ 1/2.
(As we noted above, in the case α > 1/2 the series

∑∞
k=1 ckf(kx) converges a.e. for any

(ck) ∈ `2 by Gaposhkin’s theorem, so there is no convergence problem.) The Fourier
coefficients of f satisfy (see Zygmund [Z] p. 241)

2n+1∑

k=2n+1

(a2
k + b2

k) ≤ C2−2nα

whence it follows immediately that

∞∑

k=n

(a2
k + b2

k) ≤ Cn−2α (2.58)

and ∞∑

k=1

(|ak|+ |bk|)kα−1/2(log k)−γ < ∞ for any γ > 1. (2.59)

The cases 0 < α < 1/2 and α = 1/2 are treated differently, so we separate them.

(A) In the case α = 1/2 we note that rf (n) = O(n−1/2) by (2.54) and thus by (2.56)
and the Cauchy-Schwarz inequality the first term on the right side of (2.50) is bounded
by

C
∑

k≤N

|ck| 1√
mk

= C
∑

k≤N

|ck|(log k)β/2 1√
mk(log k)β/2

≤ C


∑

k≤N

1
mk(log k)β




1/2

which remains bounded if mk = k(log k)1+ε−β , ε > 0. Then dl ∼ l(log l)−(1+ε−β) and
since by (2.56) we have

∑
k≥N c2

k ≤ C(log N)−β , the second term on the right hand side
of (2.50) is bounded by

C

mN∑

l=1

(|al|+ |bl|)(log dl)−β/2

which remains bounded by (2.55), since log dl ∼ log l and β > 2.

Observe that if f is of bounded variation, then its Fourier coefficients satisfy |ak| =
O(k−1), |bk| = O(k−1), and thus relations (2.54), (2.55) are satisfied with α = 1/2.
Hence the above proof also shows the validity of Corollary 2.7.
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(B) In the case 0 < α < 1/2 we choose now mk = k(log k)τ with τ to be determined
later; then dl ∼ l(log l)−τ . By (2.54) we have R(n) = O(n−α) and thus setting ψ(k) =
k1−2α(log k)β , (2.58) and the Cauchy-Schwarz inequality shows that the first term on
the right side of (2.50) is bounded by

C
∑

k≤N

|ck| 1
mα

k

= C
∑

k≤N

|ck|ψ(k)1/2 1
mα

k ψ(k)1/2
≤ C


∑

k≤N

1
m2α

k ψ(k)




1/2

which remains bounded, in view of the definitions of mk and ψ(k), if β + 2ατ > 1. On
the other hand,

∑∞
k=1 c2

kψ(k) < ∞ implies
∑

k≥N c2
k ≤ Cψ(N)−1, and thus the second

term on the right hand side of (2.50) is bounded by

C

mN∑

l=1

(|al|+ |bl|)ψ(dl)−1/2. (2.60)

Substituting the values of ψ(k) and dl and using (2.55), we see that the sum in (2.60)
remains bounded if β−(1−2α)τ > 2. We thus proved that if the sum in (2.58) converges
and mk = k(log k)τ , then the left hand side of (2.55) remains bounded if

β > max(2 + (1− 2α)τ, 1− 2ατ). (2.61)

The right hand side (2.61) reaches its minimum for τ = −1 with minimal value 1 + 2α,
completing the proof.

3. Almost sure convergence–Necessary conditions.

Let f ∈ L2(T) with
∫
T

f(t)dt = 0 and Fourier expansion

f ∼
∞∑

k=1

(ak cos 2πkx + bk sin 2πkx).

Recall that by Wintner’s theorem (Theorem A in Section 1), the series
∑

n cnf(nx)
converges in the mean for all (cn) ∈ `2 iff

∑
n

ϕn/ns and
∑

n

ϕn/ns are regular and bounded for <s > 0. (3.1)

In Section 2 we showed that (3.1) also implies the a.e. convergence of
∑∞

k=1 ckf(nkx)
provided (nk) satisfies the Erdős gap condition (2.11) with β < 1/2. The following
result describes the situation when (3.1) fails.
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Theorem 3.1. Let f ∈ Lipα(T),
∫
T

f(t)dt = 0 and assume that (3.1) is not valid.
Then for any εk ↓ 0 there exists c ∈ `2 and a sequence N = {nk, k ≥ 1} of positive
integers satisfying

nk+1/nk ≥ 1 + εk (k ≥ k0)

such that the series
∑

k ckf(nkx) is a.e. divergent.

This result is sharp: if (nk) grows exponentially (i.e. nk+1/nk ≥ q > 1) then∑
k ckf(nkx) converges a.e. for any c ∈ `2 by Kac’s theorem (see Theorem D).

We note that the theorem remains valid, with minor modifications in the proof,
if instead of f ∈ Lipα(T) we assume only f ∈ L2(T). However, as the positive result
concerns the Lipschitz case, we will prove the converse also for that case.

For the proof we need two simple lemmas.

Lemma 3.1. If (3.1) fails, then for any N ≥ 1 there exist real numbers {a(N)
j , j =

1, . . . , N} such that

1∫

0

( N∑

j=1

a
(N)
j f(jx)

)2

dx ≥
( N∑

j=1

(a(N)
j )2

)
L(N)

where L(N) →∞.

Proof. This is obvious, since by Wintner’s theorem relation (3.1) is equivalent to the
existence of a constant C > 0 such that for any N ≥ 1 and any real sequence (aj) we
have

1∫

0

( N∑

j=1

ajf(jx)
)2

dx ≤ C
( N∑

j=1

a2
j

)
.

Now, given f ∈ Lipα(T), choose the integer B so large that (B − 1)α ≥ 10. Then we
have

Lemma 3.2. Let 1 ≤ p1 < q1 < p2 < q2 < . . . be integers such that pk+1 ≥ Bqk. Let
I1, I2, . . . be sets of integers such that Ik ⊂ [2pk , 2qk ] and each element of Ik is divisible
by 2pk . Let b

(k)
j , j ∈ Ik be arbitrary coefficients with |b(k)

j | ≤ 1 and set

Xk = Xk(ω) =
∑

j∈Ik

b
(k)
j f(jω) (k = 1, 2, . . . , ω ∈ T).

39



Then there exist independent r.v.’s Y1, Y2, . . . on the probability space (T,B, λ) such that
EYk = 0 and

|Xk − Yk| ≤ 2−k (k ≥ k0).

Proof. Let Fk denote the σ-field generated by the dyadic intervals

Uν =
[
ν2−Bqk , (ν + 1)2−Bqk

]
0 ≤ ν < 2Bqk (3.2)

and set
ξj = ξj(·) = E (f(j·)|Fk), j ∈ Ik

Yk = Yk(ω) =
∑

j∈Ik

b
(k)
j ξj(ω).

By |f(x)− f(y)| ≤ C|x− y|α we have

|ξj(ω)− f(jω)| ≤ C12−(B−1)qkα ≤ C12−10qk j ∈ Ik

and since Ik has at most 2qk elements, we get

|Xk − Yk| ≤ C1 · 2qk2−10qk ≤ 2−k for k ≥ k0.

Since pk+1 ≥ Bqk and since each j ∈ Ik+1 is a multiple of 2pk+1 , each interval Uν in
(3.2) is a period interval for all f(jx), j ∈ Ik+1 and thus also for ξj , j ∈ Ik+1. Hence
Yk+1 is independent of the σ-field Fk and since F1 ⊂ F2 ⊂ . . . and Yk is Fk measurable,
the r.v.’s Y1, Y2, . . . are independent. Finally Eξj = 0 by

∫
T

fdx = 0 and thus EYk = 0.
Turning to the proof of Theorem 3.1, let ψ(k) grow so rapidly that L(ψ(k)) ≥ 2k

and let (rk) be a nondecreasing sequence of integers to be chosen later. We define sets

I
(1)
1 , I

(1)
2 , . . . , I(1)

r1
, I

(2)
1 , . . . , I(2)

r2
, . . . , I

(k)
1 , . . . , I(k)

rk
, . . . (3.3)

of positive integers by

I
(k)
j = 2c

(k)
j {1, 2, . . . , ψ(k)} , 1 ≤ j ≤ rk, k ≥ 1

where c
(k)
j are suitable positive integers. (Here for any set {a, b, . . .} ⊂ R and λ ∈

R, λ{a, b, . . .} denotes the set {λa, λb, . . .}.) Clearly we can choose the integers c
(k)
j

inductively so that the intervals in (3.3) satisfy the conditions of Lemma 3.2. By Lemma
3.1 there exist, for any k ≥ 1, coefficients {a(k)

ν , 1 ≤ ν ≤ ψ(k)}, ∑ψ(k)
ν=1 a

(k)2
ν = 1 such

that, setting

X(k) = X(k)(ω) =
ψ(k)∑
ν=1

a(k)
ν f(νω)

40



we have
E

(
X(k)

)2 ≥ Lψ(k).

Let
X

(k)
j (ω) = X(k)(2c

(k)
j ω), 1 ≤ j ≤ rk

Clearly the X
(k)
j have the same distribution, and consequently

E
(
X

(k)
j

)2 ≥ Lψ(k).

By Lemma 3.1 there exist independent r.v.’s Y
(k)
j (1 ≤ j ≤ rk, k = 1, 2, . . .) such that

EY
(k)
j = 0 and ∑

k,j

|X(k)
j − Y

(k)
j | ≤ K (3.4)

for some constant K > 0. Hence by the Minkowski inequality

E (Y (k)
j )2 ≥ 1

2
L(ψ(k)) (3.5)

for k ≥ k0. Also |Y (k)
j | ≤ |X(k)

j |+ K ≤ Const.ψ(k) and thus setting

Zk =
1

(rkLψ(k))1/2

rk∑

j=1

Y
(k)
j

σ2
k = E

( rk∑

j=1

Y
(k)
j

)2

≥ 1
2
rkLψ(k)

we get from the central limit theorem with Ljapunov’s remainder term

P
{
Zk ≥ 1

} ≥ P
{ rk∑

j=1

Y
(k)
j ≥ 2σk

}
≥ (1− Φ(2))− C

rk

ψ(k)3
(rkLψ(k))3/2

≥ 1− Φ(2)− o(1) ≥ 0.02, (k ≥ k0)

provided rk grows so rapidly that r
1/2
k L(ψ(k))3/2 ≥ ψ(k)4. Since the Zk are inde-

pendent, the Borel–Cantelli lemma implies P
{
Zk ≥ 1 i.o.

}
= 1, i.e.

∑
k≥1 Zk is a.e.

divergent, which, in view of (3.3), yields that

∞∑

k=1

1
(rkL(ψ(k))1/2

rk∑

j=1

X
(k)
j is a.e. divergent. (3.6)
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Let now

N :=
∞⋃

k=1

rk⋃

j=1

I
(k)
j . (3.7)

Then the sum in (3.6) is of the form
∑∞

i=1 cif(nix) where

∞∑

i=1

c2
i =

∞∑

k=1

rk

rkL(ψ(k))
=

∞∑

k=1

1
L(ψ(k))

< +∞.

Finally, denote by 1 + ρk the smallest of the ratios (j + 1)/j, 1 ≤ j ≤ ψ(k)− 1; clearly
ρk > 0. Given εk ↓ 0 one can choose rk growing so rapidly that

ρk ≥ εrk−1 k = 1, 2, . . . . (3.8)

Now if ns and ns+1 belong to the same set I
(k)
j then clearly s ≥ rk−1 and thus by (3.7)

we get ns+1

/
ns ≥ 1+ρk ≥ 1+ εrk−1 ≥ 1+ εs. Since ns+1

/
ns ≥ 2 if ns and ns+1 belong

to different I
(k)
j ’s, we proved that (nk) satisfies

nk+1

/
nk ≥ 1 + εk (k ≥ k0). (3.9)

This completes the proof of Theorem 3.1.

There are few results concerning the bounded case, namely the case when in the
series

∑
k ckf(nkx), f is not smooth but only bounded. We first consider the case of

primes and prove the following result.

Theorem 3.2. Let P := (Pk) be an increasing sequence of prime numbers. Let c =
{ck, k ≥ 1} be a sequence of positive reals such that

∑

k

c2
k < ∞,

∑

k

ck = ∞.

Then there exists a function f ∈ L∞(T) with
∫
T

f(t)dt = 0 such that the series∑∞
k=1 ckf(Pkx) diverges on a set with positive measure.

Theorem 3.2 will be deduced from the following

Theorem 3.3. Let P := (Pk) be an increasing sequence of prime numbers. Let c =
{ck, k ≥ 1} be a sequence of positive reals such that

∑

k

c2
k < ∞,

∑

k

ck = ∞.
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Put Cn =
∑

k≤n ck and consider the weighted sums

Snf =
1

Cn

∑

k≤n

ckf(Pkx).

Then there exists a function f ∈ L∞(T) with
∫
T

f(t)dt = 0 such that the sequence
{Snf, n ≥ 1} diverges on a set with positive measure.

Proof of Theorem 3.2. Assuming that Theorem 3.3 is valid, there exists a bounded
measurable function f such that (Snf)n does not converge almost everywhere. Then the
partial sums

∑
k≤n ckf(Pkx) do not converge almost everywhere either. Otherwise, this

would imply, in view of the assumption that the series
∑

k ck diverges, that (Snf(x))n

tend to 0 almost everywhere, a contradiction. Hence the result.

To prove Theorem 3.2, we use Bourgain’s entropy criterion in L∞ which we recall
here.

Lemma 3.3. ([Bo], Proposition 2]) Let {Sn, n ≥ 1} be a sequence of L2(µ) − L∞(µ)
contractions satisfying the following commutation assumption:

(H) There exists a family E = {Tj , j ≥ 1} of µ-preserving measurable transformations
of X, commuting with Sn (SnTj(f) = TjSn(f)) such that for any g ∈ L1(T),

lim
J→∞

∥∥∥ 1
J

J∑

j=1

Tjg −
∫

T

gdλ
∥∥∥

1
= 0. (3.10)

Moreover, assume that

µ{Sn(f) converges as n →∞} = 1 for all f ∈ L∞(µ). (3.11)

For any δ > 0, let Nf (δ) denotes the minimal number of L2(µ)-open balls centered in
the set {Snf, n ≥ 1} and enough to cover it. Then,

C(δ) = sup
f∈L∞(µ), ||f ||2=1

Nf (δ) < ∞. (3.12)

If the Tj ’s are defined as at the beginning of Section 2, we know that SnTj(f) =
TjSn(f) and for any g ∈ L2(T), limJ→∞

∥∥ 1
J

∑J
j=1 Tjg −

∫
T

gdλ
∥∥

2
= 0. This, plus a

plain approximation argument and the fact that barycenters of contractions are again
contractions, finally imply (3.10). This means that assumption (H) is satisfied in our
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case. For proving Theorem 3.3, we will also need the lemma below, which is taken from
[We1], (see Lemma 5.1.6 p. 76).

Lemma 3.4. Let R, T, p be three positive integers such that R ≥ T (4p2 − 3). Let
(H, ||.||) be a Hilbert space. Let B = {fn, 1 ≤ n ≤ R} be a finite subset of H such that
||fn|| ≤ 1, 1 ≤ n ≤ R and Φ = {φn, 1 ≤ n ≤ R} an orthonormal system of H. We
assume

〈fn, φn〉 ≥ 1
p
, (1 ≤ n ≤ R) (a)

Then B contains a subset B′ satisfying

Card (B′) ≥ T and inf
f,g∈B′ , f 6=g

||f − g|| ≥ 1
2p

. (b)

Proof of Theorem 3.3. Let {TN , N ≥ 1} be integers such that TN − TN−1 increases to
infinity with N . Define

ΠN =
{

u = P
αTN−1+1

TN−1+1 . . . P
αTN

TN
: αi ∈ {0, 1} and (αTN−1+1, . . . , αTN ) 6= (0, . . . , 0)

}
,

fN =
1

[
2TN−TN−1 − 1

]1/2

∑

u∈ΠN

eu.

(3.13)
Let TN−1 < R ≤ TN . Then,

〈SR(fN ), fN 〉 =
1

CR

1
[
2TN−TN−1 − 1

]1/2

∑

u∈ΠN

∑

v∈ΠN

∑

k≤R

ck〈euPk
, ev〉.

Let u, v ∈ ΠN and k ≤ R. Then 〈euPk
, ev〉 = 1, if and only if uPk = v. Noting

u = P
αTN−1+1

TN−1+1 . . . P
αTN

TN
, v = P

βTN−1+1

TN−1+1 . . . P
βTN

TN
, this means that:

PkP
αTN−1+1

TN−1+1 . . . P
αTN

TN
= P

βTN−1+1

TN−1+1 . . . P
βTN

TN
.

This equation has solutions if and only if k belongs to the interval ]TN−1, TN ], and then
the solutions are given by

αk = 0, βk = 1 αj = βj , otherwise.

Hence,

〈fN (Pk.), fN 〉 =
2Tθ−Tθ−1−1 − 1
2Tθ−Tθ−1 − 1

≥ 1
4
. (3.14)

Consequently, for any integer N ≥ 1 and any TN−1 < R ≤ TN

〈SR(fN ), fN 〉
=

1
CR

∑

k≤R

ck〈fN (Pk.), fN 〉 =
1

CR

∑
k≤R

k∈]TN−1,TN ]

ck〈fN (Pk.), fN 〉 ≥ 1
4
. (3.15)

The proof is completed by applying Lemma 3.4 and the entropy criterion in L∞.
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The next two theorems will concern subsequences N generated by infinitely many
primes.

Theorem 3.4. Let P = {P1, P2, · · ·} be an increasing sequence of positive pairwise
coprime integers, and denote by C(P) the infinite dimensional chain generated by P.
Let c = {ck, k ≥ 1} be a sequence of positive reals such that the series

∑∞
k=1 ck diverges.

Define for any measurable function f : T → R the weighted sums

Snf(x) =
1∑

j∈C(P)∩[1,n] cj

∑

j∈C(P)∩[1,n]

cjf(jx).

Assume that

lim sup
i→∞

∑
j∈C(P)∩[ 12 P 2i

1 ,P 2i
1 ]) cj∑

j∈C(P)∩[1,P 2i
1 ]) cj

> 0. (3.16)

Then there exists a bounded measurable function f such that (Snf)n does not converge
almost everywhere.

From Theorem 3.4 one can obtain

Theorem 3.5. Let P = {P1, P2, · · ·} be an increasing sequence of positive pairwise
coprime integers, and denote by C(P) the infnite dimensional chain generated by P. Let
c = {ck, k ≥ 1} be a sequence of positive reals such that

∑

k

c2
k < ∞

∑

k

ck = ∞.

Assume that condition (3.16) is satisfied. Then, there exists a bounded measurable
function f such that (

∑
k≤n ckf(Pk.))n does not converge almost everywhere.

The proof of Theorem 3.5 is similar to the proof of Theorem 3.3, so it is omitted.

Proof of Theorem 3.4. The proof uses Bourgain’s ideas in [Bo]. Let s be some fixed
positive integer. Put for any integer T ≥ 0

AT =
{
n = Pα1

1 · · ·Pαs
s : PT

1 ≤ n < PT+1
1 , αi ≥ 0, i = 1, · · · , s} . (3.17)

By replacing α1 by α1 + 1, one can easily verify that

](AT ) ≤ ](AT+1) (3.18)
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As for n = Pα1
1 · · ·Pαs

s ∈ AT , necessarily 0 ≤ α1 + · · ·+ αs ≤ T , we also deduce

](AT ) ≤ T s. (3.19)

Then, for any d > 0, there exists an integer T > 0 such that

](AT+d) ≤ 2](AT ), (3.20)

Indeed, otherwise, ](AT+d) > 2](AT ) for any T , would imply for any integer n

](And) > B2n,

where B is some positive constant, which contradicts to (3.19). Choose d such that
P d

1 ≤ Ps. Any element j ∈ C(P) such that j ≤ P d
1 can be thus expressed as j =

Pα1
1 · · ·Pαr

r with r ≤ s. Put for any i = 0, · · · , d

f (i)(x) =
1

](AT+i)
1
2

∑

n∈AT+i

e2iπnx, (3.21)

and let
f = f (0).

Next, put for any i = 0, · · · , [d
2 ]

φi =
f (2i−1) + f (2i)

√
2

, (3.22)

and let for any integer j, fj(x) = f(jx). The set of functions f (i) is a sub-orthonormal
system of L2, the same property holds true for the system of functions φi. Moreover
||fj || = 1 for any j.
Let 1 ≤ i ≤ [d

2 ], j ∈ [P 2i−1
1 , P 2i

1 ]∩ C(P), and examine fj . Let n ∈ AT . Then nj may be
written as follows nj = P β1

1 · · ·P βs
s . Moreover

PT+2i−1
1 ≤ nj < PT+2i+1

1 .

It follows that we have the following implication

n ∈ AT and j ∈ [P 2i−1
1 , P 2i

1 ] ∩ C(P) ⇒ nj ∈ AT+2i−1 ∪AT+2i.

We may thus write

fj(x) =
1

](D)
1
2

∑

m∈D

e2iπmx,
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where D ⊂ AT+2i−1 ∪AT+2i and ](D) = ](AT ). Hence,
√

2〈fj , φi〉 =
1

[](AT )](AT+2i−1)]
1
2

∑

m∈D∩AT+2i−1

1 +
1

[](AT )](AT+2i)]
1
2

∑

m∈D∩AT+2i

1

≥ 1
](AT )

√
2
.](AT ) =

1√
2
,

and so for any 1 ≤ i ≤ [d
2 ], P 2i−1

1 ≤ j ≤ P 2i
1

〈fj , φi〉 ≥ 1
2
. (3.23)

Further, 〈fj , φk〉 ≥ 0 for any j and k. Thus,

〈SP 2i
1

(f), φi〉 =
1∑

j∈C(P)∩[1,P 2i
1 ] cj

∑

j∈C(P)∩[1,P 2i
1 ])

cj〈fj , φi〉

≥ 1∑
j∈C(P)∩[1,P 2i

1 ] cj

∑

j∈C(P)∩[ 12 P 2i
1 ,P 2i

1 ])

cj〈fj , φi〉

≥ 1
2

∑
j∈C(P)∩[ 12 P 2i

1 ,P 2i
1 ] cj∑

j∈C(P)∩[1,P 2i
1 ] cj

We have obtained for any i = 1, · · · , [d
2 ]

〈SP 2i
1

(f), φi〉 ≥ 1
2

∑
j∈C(P)∩[ 12 P 2i

1 ,P 2i
1 ] cj∑

j∈C(P)∩[1,P 2i
1 ] cj

. (3.24)

Now, by assumption

lim sup
i→∞

∑
j∈C(P)∩[ 12 P 2i

1 ,P 2i
1 ] cj∑

j∈C(P)∩[1,P 2i
1 ] cj

> 0.

We may find an increasing sequence (iλ)λ of integers as well as a positive real c, such
that ∑

j∈C(P)∩[ 12 P
2iλ
1 ,P

2iλ
1 ]

cj∑
j∈C(P)∩[1,P

2iλ
1 ]

cj
≥ 2c (λ = 1, 2 . . .)

Consequently, for any λ such that iλ ≤ d,

〈S
P

2iλ
1

(f), φiλ
〉 ≥ c. (3.25)

Let p be a positive integer such that pc ≥ 1. Lemma 3.4 applied with the choices
R = [D

2 ], T =
[
[D
2 ]/13

]
with D = ](λ | iλ ≤ d) and p shows that

N((SP 2i
1

(f), i ≤ [
D

2
]),

c

2
) ≥ T. (3.26)

But d is arbitrary, thus

sup
f∈L∞ ||f ||2≤1

N((SP 2i
1

(f), i ≥ 1),
c

2
) = ∞.

Applying now Bourgain’s entropy criterion in L∞ concludes the proof.
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4. Random sequences.

In this section we investigate the convergence of the series
∑∞

k=1 ckf(nkx) where (nk) is a
random sequence of real numbers. Specifically, we will investigate the model when nk =
X1 + . . . + Xk, where the Xk are independent, identically distributed random variables
defined on some probability space (Ω,A,P). We will not assume that X1 is integer
valued or X1 > 0; we assume only that the the distribution of X1 is nondegenerate. If
the random walk {∑n

k=1 Xk, n ≥ 1} is transient, we have |nk| → ∞ a.s. On the other
hand, if the random walk is recurrent and X1 is nonlattice, (nk) is dense in R with
probability 1.

We begin our investigations with the study of random trigonometric sums of the
form

∞∑
n=1

cneitSn(ω) (4.1)

where (ck) ∈ `2; the terms of this sum are functions defined on the product space Ω×T,
endowed with the product probability P× λ.

Theorem 4.1. Let X1 be nondegenerate with characteristic function ϕ and let Sn =∑n
k=1 Xk be the corresponding random walk. Then for any c ∈ `2 and any real t for

which
ρ = max(|ϕ(t)|, |ϕ(2t)|, |ϕ(−t)|, |ϕ(−2t)|) < 1 (4.2)

the series (4.1) converges with probability 1. Consequently, the series (4.1) converges
for almost all (t, ω) ∈ T× Ω, provided c ∈ `2.

Since X1 is nondegenerate, (4.2) holds for all but countably many t’s. If X1 is
nonlattice, then |ϕ(t)| < 1 for all t 6= 0; otherwise there exists a t0 > 0 such that
|ϕ(t)| = 1 if and only if t = kt0, k ∈ Z. If X1 is degenerate, then Sn = cn with some
constant c, and the statement of Theorem 4.1 reduces to Carleson’s theorem, which is
of course not contained in our result. But it is interesting to note that for all other
random walks, the above formulated ”random” version of Carleson’s theorem is valid.
This seems paradoxical at first sight, since the random walk Sn can be recurrent, e.g. it
is possible that Sn = 0 for infinitely many n. However, by the theory of random walks
the set H = {n : Sn = 0} is thin (e.g. it has O(n1/2) elements in the interval [0, n]) and
Theorem 4.1 shows that

∑
k∈H |ck| < ∞ even if

∑∞
k=1 |ck| = ∞.

For the proof of Theorem 4.1 we will need the following convergence result of
probability theory, first observed by Stechkin in the context of orthogonal series (see
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e.g. Gaposhkin [Gap1 pp. 29-31]). For the present version, see Billingsley [Bi] p. 102,
Problem 6; for an alternative proof see [We2], Theorem 2.1.

Lemma 4.1. Let {ξi, i ≥ 1} be a sequence of random variables satisfying the assumption

E

∣∣∣∣∣∣
∑

i≤l≤j

ξl

∣∣∣∣∣∣

γ

≤

 ∑

i≤l≤j

ul




α

, 0 ≤ i ≤ j < ∞,

where {ui, i ≥ 1} is a sequence of nonnegative reals such that the series
∑∞

l=1 ul con-
verges and α > 1, γ > 0. Then the series

∑∞
l=1 ξl converges almost surely. Moreover,

for α > 1,we have
∥∥ sup

i,j≥1

∣∣ ∑

i≤l≤j

ξl

∣∣ ∥∥
γ
≤ C

( ∞∑

l=1

ul

)α/γ
,

where the constant C depends on α only.

Applying Lemma 4.1 with γ = 4, α = 2, uk = c2
k, for proof of Theorem 4.1 it

suffices to prove the following

Lemma 4.2. For any real c1, . . . , cN we have

E

∣∣∣∣∣
N∑

k=1

ckeitSk

∣∣∣∣∣

4

≤ 1
(1− ρ)2

(
N∑

k=1

c2
k

)2

. (4.3)

where ρ is defined by (4.2).

Proof. In the case ρ = 1 the lemma is obvious, so we can assume ρ < 1. Clearly for any
real c1, . . . , cN we have

E|
N∑

k=1

ckeitSk |4 =
∑

1≤j,k,l,m≤N

cjckclcmEeit(Sj−Sk+Sl−Sm). (4.4)

We now claim that

|Eeit(±Sj±Sk±Sl±Sm)| ≤ ρ(|j−k|+|l−m|) (j ≥ k ≥ l ≥ m). (4.5)

provided in the last exponent there are two positive and two negative signs. Clearly we
can assume that the sign of Sj in (4.5) is positive; otherwise we replace t by −t. There

49



are 3 cases:

(a) |Eeit(Sj−Sk+Sl−Sm)| = |Eeit(Sj−Sk)||Eeit(Sl−Sm)| = |ϕ(t)|j−k|ϕ(t)|l−m

≤ ρ(|j−k|+|l−m|),

(b) |Eeit(Sj−Sk−Sl+Sm)| = |Eeit(Sj−Sk)||Ee−it(Sl−Sm)| = |ϕ(t)|j−k|ϕ(−t)|l−m

≤ ρ(|j−k|+|l−m|),

(c) |Eeit(Sj+Sk−Sl−Sm)| = |Eeit(Sj−Sk)+2it(Sk−Sl)+it(Sl−Sm)|
= |ϕ(t)|j−k|ϕ(2t)|k−l|ϕ(t)|l−m ≤ ρ(|j−k|+|l−m|),

proving (4.5). Thus splitting the sum on the right hand side of (4.4) into 24 subsums
corresponding to a fixed relative order of j, k, l, m and in each such sum renaming the
indices j, k, l, m so that they will be nonincreasing in the renamed order, we get

E|
N∑

k=1

ckeitSk |4 ≤ 24
∑

N≥j≥k≥l≥m≥1

|cj ||ck||cl||cm|ρ(|j−k|+|l−m|). (4.6)

Summing the right hand side of (4.6) first for those indices (j, k, l, m) for which j−k = r

and l −m = s are fixed, we get by Cauchy’s inequality

∑

1≤k,k+r,m,m+s≤N

|ck||ck+r||cm||cm+s|ρr+s

≤ ρr+s
∑

1≤k,k+r≤N

|ck||ck+r|
∑

1≤m,m+s≤N

|cm||cm+s|

≤ ρr+s


 ∑

1≤k≤N

c2
k




1/2 
 ∑

1≤k+r≤N

c2
k+r




1/2 
 ∑

1≤m≤N

c2
m




1/2 
 ∑

1≤m+s≤N

c2
m+s




1/2

≤ ρr+s


 ∑

1≤j≤N

c2
j




2

.

Now summing for r and s we get Lemma 4.2.

We turn now to the convergence of the series (4.1) in Lp(T × Ω) for p > 2. For
simplicity, we consider the case p = 4.

Proposition 4.1. Let X = {X, Xi, i ≥ 1} be a sequence of independent, identically
distributed, lattice random variables defined on some probablility space (Ω,A,P). We
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assume that the random walk Sn = X1 + . . . + Xn, n ≥ 1 is transient. Then,

E
∫

T

∣∣
n∑

k=1

ck e2ıπαSk
∣∣4dα ≤ 4G(0, 0)

( n∑

k=1

|ck|2
)

+ 6
∑

1≤i≤k<l≤j≤n

|ci||cj ||ck||cl|

×
{
P

{
Sk − Si = ±(Sj − Sl)

}
+ P

{
Sk − Si = (Sj − Sl)− 2(Sl − Sk)

}}

Proof. Let a1, . . . , an be complex numbers. Then,

∣∣
n∑

i=1

ai

∣∣4 =
( n∑

i=1

n∑

j=1

aiāj

)( n∑

k=1

n∑

l=1

akāl

)

=
( n∑

i=1

|ai|2 +
n∑

i=1

n∑

j=i+1

(aiāj + āiaj)
)( n∑

k=1

|ak|2 +
n∑

k=1

n∑

l=k+1

(akāl + ākal)
)

=
( n∑

k=1

|ak|2
)2

+ 2
( n∑

k=1

|ak|2
) n∑

k=1

n∑

l=k+1

(akāl + ākal)

+
n∑

i=1

n∑

j=i+1

n∑

k=1

n∑

l=k+1

(aiāj + āiaj)(akāl + ākal)

:=
( n∑

k=1

|ak|2
)2

+ A + B.

Apply this in our case: a` = c`e
2ıπαS`(ω), i = 1, . . . , n. The sum A equals to

A = 2
( n∑

k=1

|ck|2
) n∑

k=1

n∑

l=k+1

(
ck c̄le

2ıπα(Sk(ω)−Sl(ω)) + c̄kcle
2ıπα(Sl(ω)−Sk(ω))

)
.

By integrating over Ω × T, with respect to P ×m, we obtain an expression, which is
equal to

Ã = 2
( n∑

k=1

|ck|2
) ∑

1≤k<l≤n

(
ck c̄lP

{
Sl = Sk

}
+ c̄kclP

{
Sl = −Sk

})
.

As 〈fn, fm〉P×λ = P{S|m−n| = 0} and since the system {fn, n ≥ 1} is easily seen to be
a quasi-orthogonal system, it follows that

|Ã| ≤ 4G(0, 0)
( n∑

k=1

|ck|2
)
. (4.7)
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Now, the sum B equals to

∑

1≤i<j≤n

∑

1≤k<l≤n

(
αiᾱje

2ıπα(Si(ω)−Sj(ω)) + ᾱiαje
2ıπα(Sj(ω)−Si(ω))

)

×
(
αkᾱle

2ıπα(Sk(ω)−Sl(ω)) + ᾱkαle
2ıπα(Sl(ω)−Sk(ω))

)
.

Integrating this expression over Ω × T, with respect to P × m, we find a sum of the
type

B̃ =
∑

1≤i<j≤n

∑

1≤k<l≤n

γi γj γk γl P
{
Sl − Sk = ±(Sj − Si)

}
,

where γi = αi or ᾱi. Consider six cases.

i) (1 ≤ k < l ≤ i) The sum differences Sj − Si and Sl − Sk are independent, and
we find in this case a contribution given by

∑

1≤i<j≤n

∑

1≤k<l≤i

γi γj γk γl P
{
Sj − Si = ±(Sl − Sk)

}
.

ii) (1 ≤ k ≤ i < l < j) There are two subcases: Sl − Sk = Sj − Si and Sl − Sk =
−(Sj − Si). Write a = i− k, b = l − i, c = j − l. This corresponds to a + b = ±(b + c).

— if a + b = b + c, then Si − Sk = Sj − Sl, which are independent sum differences.
Hence a contribution equal to

∑

1≤l<j≤n

∑

1≤k≤i<l

γi γj γk γl P
{
Si − Sk = Sj − Sl

}
.

— if a + b = −b− c, then a = −c− 2b and Si−Sk = −(Sj −Sl)− 2(Sl−Si), which are
independent sum differences. Hence a contribution equal to

∑

1≤l<j≤n

∑

1≤k≤i≤l

γi γj γk γl P
{
Si − Sk = −(Sj − Sl)− 2(Sl − Si)

}
.

iii) (1 ≤ k ≤ i < j ≤ l ≤ n) Write a = i − k, b = j − i, c = l − j. The equation
Sj − Si = ±(Sl − Sk) corresponds to a + b + c = ±b.

— if a + b + c = b, then a + c = 0 and (Si − Sk) + (Sl − Sj) = 0 where Si − Sk and
Sl − Sj are independent sum differences. Therefore, this produces a contribution equal
to ∑

1≤j≤l≤n

∑

1≤k≤i<j

γi γj γk γl P
{
(Si − Sk) > Sl − Sj)

}
.
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— if a + b + c = −b, then a = −c − 2b or else Si − Sk = −(Sl − Sj) − 2(Sj − Si)
where Si − Sk, Sl − Sj and Sj − Si are independent sum differences. This produces a
contribution equal to

∑

1≤j≤l≤n

∑

1≤k≤i<j

γi γj γk γl P
{
Si − Sk = −(Sl − Sj)− 2(Sj − Si)

}
.

iv) (1 ≤ i < k < l ≤ j ≤ n) Write a = k − i, b = l − k, c = j − l. The equation
Sj − Si = ±(Sl − Sk) again corresponds to a + b + c = ±b.

— if a + b + c = b, then a + c = 0 and (Sk − Si) + (Sj − Sl) = 0 where Sk − Si, Sj − Sl

are independent sum differences. This produces a contribution equal to

∑

1≤l≤j≤n

∑

1≤i<k<l

γi γj γk γl P
{
(Sk − Si) + (Sj − Sl) = 0

}
.

— if a+b+c = −b, then a = −c−2b and Sk−Si = −(Sj−Sl)−2(Sl−Sk) where Sk−Si,
Sj−Sl and Sl−Sk are independent sum differences. This produces a contribution equal
to ∑

1≤l≤j≤n

∑

1≤i<k<l

γi γj γk γl P
{
Sk − Si = −(Sj − Sl)− 2(Sl − Sk)

}
.

v) (1 ≤ i < k < j < l ≤ n) Write a = k − i, b = j − k, c = l − j. The equation
Sj − Si = ±(Sl − Sk) corresponds here to a + b = ±(b + c).

— if a + b = b + c, then a = c and Sk − Si = Sl − Sj where Sk − Si, Sl − Sj are
independent sum differences. This produces a contribution equal to

∑

1≤j<l≤n

∑

1≤i<k≤j

γi γj γk γl P
{
Sk − Si = Sl − Sj

}
.

— if a+b = −b−c, then a = −2b−c and Sk−Si = −(Sl−Sj)−2(Sj−Sk) where Sk−Si,
Sl−Sj and Sj−Sk are independent sum differences. This produces a contribution equal
to ∑

1≤j<l≤n

∑

1≤i<k≤j

γi γj γk γl P
{
Sk − Si = −(Sl − Sj)− 2(Sj − Sk)

}
.

vi) (1 ≤ i < j ≤ k < l ≤ n) The sum differences Sj−Si and Sl−Sk are independent,
therefore in this case we find a contribution

∑

1≤i<j≤n

∑

1≤k<l≤i

γi γj γk γl P
{
Sj − Si = ±(Sl − Sk)

}
.
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Summarizing the above estimates, only two types of sums appear:

∑

1≤i≤k<l≤j≤n

γi γj γk γl P
{
Sk − Si = ±(Sj − Sl)

}
. (S1)

and ∑

1≤i≤k<l≤j≤n

γi γj γk γl P
{
Sk − Si = (Sj − Sl)− 2(Sl − Sk)

}
(S2)

The proof is completed now by counting the number of occurences of these sums, and
using (4.7).

We shall deduce from Proposition 4.1 a more explicit estimate of the fourth moment.
We will use the following transform. Let γ = {γn, n ≥ 1} be a bounded sequence of non
negative reals. Put for any z ∈ Z

γ
[z]
h =

∑

u≥h

γuP{Su−h = z}.

By the transience assumption, these quantities are well defined since
∑

u≥0 P{Su =
z} ≤ G(0, 0) for any z ∈ Z. In particular, if γ is nonincreasing, we get from the above
equality:

γ
[z]
h ≤ G(0, 0)γz+h.

In the case of the Bernoulli random walk, this is however read directly. As P{Su−h =
z} = 0 if z ≤ 0 or z > u− h, one has

γ
[z]
h =

∑

u≥z+h

γuP{Su−h = z} (u=v+z+h)
=

∞∑
v=0

γv+z+hP{Sv+z = z}

=
∞∑

v=0

γv+z+h2−(v+z)Cz
v+z.

Using now the formula
∑∞

v=0 Cz
v+zx

v = 1
(1−x)z+1 valid for |x| < 1, gives the relation

∞∑
v=0

2−(v+z)Cz
v+z = 2

for any z ≥ 0.

Proposition 4.2. Assume that P{X ≥ 0} = 1. Let a = {ak, k ≥ 1} and c = {ck, k ≥ 1}
be two sequences of reals such that |ak| ≤ ck for any k and c is nonincreasing. Then
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E
∫

T

∣∣
n+m∑

k=m

ak e2ıπαSk
∣∣4dα

≤ 4G(0, 0)
( n+m∑

k=m

c2
k

)
+ 48

{ m+n∑

l=m

c2
l (

∑

m≤i≤l

ci)2 + (
m+n∑

i=m

ci)2
∑

l≥m+n

c2
l

}
.

Corollary 4.1. Assume P(X ≥ 0) = 1. Then the series
∑∞

k=1 ak e2ıπαSk converges in
L4(P× λ), provided that the series

∑

l≥1

c2
l (

∑

1≤i≤l

ci)2

converges. In particular the series
∑∞

k=1 k−a e2ıπαSk converges in L4(P × λ) for any
a > 3/4.

Proof of Proposition 4.2. By Proposition 4.1

E
∫

T

∣∣
n+m∑

k=m

ak e2ıπαSk
∣∣4dα ≤ 4G(0, 0)

( n+m∑

k=m

c2
k

)
+ 6((S1) + (S2)),

where

(S1) =
∑

m≤i≤k<l≤j≤m+n

cicjckclP
{
Sk − Si = ±(Sj − Sl)

}

(S2) =
∑

m≤i≤k<l≤j≤m+n

cicjckclP
{
Sk − Si = (Sj − Sl)− 2(Sl − Sk)

}

Consider first the sums of type (S1), the others will be in turn treated similarly. Write
∑

m≤i≤k<l≤j≤m+n

cicjckclP
{
Sk − Si = Sj − Sl

}
=

=
∑

z∈Z

∑

m≤i≤k≤m+n

cickP
{
Sk − Si = z

} ∑

k<l≤j≤m+n

cjclP
{
Sj − Sl = z

}

=
∑

z∈Z

∑

m≤i≤k≤m+n

cickP
{
Sk−i = z

} ∑

k<l≤j≤m+n

cjclP
{
Sj−l = z

}
.

As
∑

k<l≤j≤m+n

cjcl P
{
Sj−l = z

} ≤
∑

m≤l≤m+n

cl

( ∑

j≥l

cjP
{
Sj−l = z

})
=

∑

m≤l≤m+n

clc
[z]
l ,
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we get by putting this into the previous relation
∑

m≤i≤k<l≤j≤m+n

cicjckcl P
{
Sk − Si = Sj − Sl

} ≤

∑

z∈Z

( m+n∑

l=m

clc
[z]
l

) ∑

m≤i≤m+n

ci

(∑

k≥i

ckP
{
Sk−i = z

})
≤

∑

z∈Z

( m+n∑

l=m

clc
[z]
l

) m+n∑

i=m

cic
[z]
i

≤
∑

m≤i,l≤m+n

clci

∑

z∈Z

c
[z]
l c

[z]
i .

The sums related to the factor P
{
Sk−Si = −(Sj−Sl)

}
are treated similarly; the latter

probability being not 0 only if P
{
Sk −Si = 0

}
= P

{
Sj −Sl = 0

}
, and its value is then

P
{
Sk − Si = 0

}
P

{
Sj − Sl = 0

}
. Thus

∑

m≤i≤k<l≤j≤m+n

cicjckclP
{
Sk − Si = −(Sj − Sl)

}

=
∑

m≤i≤k≤m+n

cickP
{
Sk − Si = 0

} ∑

k<l≤j≤m+n

clcjP
{
Sj − Sl = 0

}

≤
∑

m≤i≤k≤m+n

cickP
{
Sk − Si = 0

} ∑

k<l≤m+n

cl

∑

j≥l

cjP
{
Sj − Sl = 0

}

≤
∑

m≤i≤k≤m+n

cickP
{
Sk − Si = 0

}( ∑

m≤l≤m+n

clc
[0]
l

)

≤
m+n∑

i=m

ci

( ∑

k≥i

ckP
{
Sk − Si = 0

})( m+n∑

l=m

clc
[0]
l

)
≤

m+n∑

i=m

cic
[0]
i

( m+n∑

l=m

clc
[0]
l

)

≤
( m+n∑

i=m

c2
i

)2

.

Now, consider the sums of type (S2):
∑

m≤i≤k<l≤j≤m+n

cicjckcl P
{
Sk − Si = (Sj − Sl)− 2(Sl − Sk)

}

=
∑
z1∈Z
z2∈Z

∑

m≤i≤k<l≤j≤m+n

ci cj ck clP
{
Sk−i = z1

}
P

{
Sl−k = z2

}
P

{
Sj−l = z1 + 2z2

}

≤
∑
z1∈Z
z2∈Z

n+m∑

i=m

|ci|

×
{ m+n∑

k=i

ckP
{
Sk−i = z1

} m+n∑

l=k

cl

( ∑

j≥l

|cj |P
{
Sj−l = z1 + 2z2

})
P

{
Sl−k = z2

})}
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≤
∑
z1∈Z
z2∈Z

n+m∑

i=m

ci

{ ∑

i≤k≤n+m

ckP
{
Sk−i = z1

} ∑

k≤l≤n+m

clc
[z1+2z2]
l P

{
Sl−k = z2

})}
.

Consider on L2(T), the operator U defined for h ∼ ∑
z∈N hzez by Uh ∼ ∑

z∈N hz+1ez.
Let g =

∑∞
k=1 akek. It follows that

n+m∑

i,l=m

clci

∑

z∈N

c
[z]
l c

[z]
i ≤ 4

n+m∑

i,l=m

∑

z∈N

clcicl+zci+z = 4
n+m∑

i,l=m

clci〈U lg, U ig〉 = 4
∥∥

n+m∑

i=m

ciU
ig

∥∥2

and

∑
z1∈Z
z2∈Z

n+m∑

i=m

ci

{ ∑

i≤k≤m+n

ckP
{
Sk−i = z1

} ∑

k<l≤m+n

clc
[z1+2z2]
l P

{
Sl−k = z2

}}

≤ 2
∑
z1∈Z
z2∈Z

n+m∑

i=m

ci

{ ∑

i≤k≤m+n

ckP
{
Sk−i = z1

} ∑

k<l≤m+n

clcl+z1+2z2P
{
Sl−k = z2

}}

≤ 2
∑
z1∈Z
z2∈Z

n+m∑

i=m

ci

{ ∑

i≤k≤m+n

ckP
{
Sk−i = z1

} ∑

l≥k+z2

clcl+z1+2z2P
{
Sl−k = z2

}}

≤ 4
∑

z1∈N
z2∈N

n+m∑

i=m

ci

{ ∑

i+z1≤k≤m+n

ckP
{
Sk−i = z1

}
ck+z2ck+z1+3z2

}

≤ 4
n+m∑

i=m

ci

n+m∑

k=m

ck

{ ∑

z1≤k−i

P
{
Sk−i = z1

}} ∑

z2∈N

ck+z2ci+z2

= 4
n+m∑

i,k=m

cick〈U ig, Ukg〉 = 4
∥∥ ∑

m≤i≤m+n

ciU
ig

∥∥2
.

Consequently,

E
∫

T

∣∣
n+m∑

k=m

ak e2ıπαSk
∣∣4dα ≤ 4G(0, 0)

( n+m∑

k=m

c2
k

)
+48

{( n+m∑

k=m

c2
k

)2

+
∥∥ ∑

m≤i≤m+n

ciU
ig

∥∥2
}

.

As
m+n∑

i=m

ciU
ig =

m+n∑

i=m

∑

l≥i

ciclel =
∑

l≥m

elcl(
(m+n)∧l∑

i=m

ci)

=
m+n∑

l=m

elcl(
∑

m≤i≤l

ci) + (
∑

m≤i≤m+n

ci)
∑

l≥m+n

elcl,
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one has
∥∥

m+n∑

i=m

ciU
ig

∥∥2 =
m+n∑

l=m

c2
l (

∑

m≤i≤l

ci)2 + (
m+n∑

i=m

ci)2
∑

l≥m+n

c2
l .

Hence

E
∫

T

∣∣
n+m∑

k=m

ak e2ıπαSk
∣∣4dα

≤ 4G(0, 0)
( n+m∑

k=m

c2
k

)
+ 48

{ m+n∑

l=m

c2
l (

∑

m≤i≤l

ci)2 + (
m+n∑

i=m

ci)2
∑

l≥m+n

c2
l

}
.

We now turn to the study of convergence of
∑∞

k=1 ckf(Skx) for general f ∈ L2(T),∫
T

f(t)dt = 0. In the case when the distribution of X1 is absolutely continuous, the
exact analogue of Theorem 4.1 holds, namely we have

Theorem 4.2. Let X1 have a bounded density concentrated on a finite interval. Let
f ∈ Lipα(T) for some α > 0 with

∫
T

f(t)dt = 0 and let c ∈ `2. Then for any fixed
x 6= 0,

∑∞
k=1 ckf(Skx) converges with probability 1. Consequently, for almost every

ω ∈ Ω,
∑∞

k=1 ckf(Sk(ω)x) converges for almost every x.

In the case when X1 has a lattice distribution, the situation is more complicated.
The following theorem describes the Bernoulli case.

Theorem 4.3. Let X1 take the values 0 and 1 with probability 1/2 each. Let f ∈ L2(T)
with

∫
T

f(t)dt = 0 have Fourier series

f ∼
∞∑

k=1

(ak cos 2πkx + bk sin 2πkx)

and assume that the Dirichlet series
∑

n ann−s,
∑

n bnn−s are regular and bounded in
the half-plane <(s) > 0. Let

τk(c) := sup
L≥k

u≤γ log k

∣∣∣
L+u∑

`=L

c`

∣∣∣.

Then the series
∑

` c`f(S`(ω)x) converges in mean P-almost surely provided c ∈ `2 and
τk(c) = o(1).
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For the proof of Theorem 4.2, let

ψ(x) = sup
0≤x≤1

|P(Sn ≤ x)− x|

and note that by Theorem 1 of [Sc1] we have

ψ(n) ≤ Ce−λn (n ≥ 1) (4.8)

for some constants C > 0, λ > 0.

Lemma 4.3. Let k0 < k1 < . . . < kr be positive integers and let U be a uniform r.v.

independent of the sequence X1, X2, . . .. Then there exists a r.v. ∆ with |∆| ≤ ψ(k1−k0)
such that ∆ is a function of U and Xk0+1, . . . Xk1 and the vector (Sk1 −∆, . . . , Skr −∆)
has uniform coordinates and is independent of (X1, . . . , Xk0).

This lemma is implicit in [Sc2] and can be obtained along the following lines. Let
Y = Sk1 − Sk0 , then |P (Y ≤ t) − t| ≤ ψ(k1 − k0) for all t and thus by Lemma 3
of [Sc2] there exists a uniform r.v. Y ∗, which is a function of U and Y such that
|Y − Y ∗| ≤ ψ(k1 − k0). Let ∆ = Y − Y ∗, then

(Sk1 −∆, . . . , Skr −∆) = (Sk1 − Y + Y ∗, . . . , Skr − Y + Y ∗)

= (Sk1 − Y, . . . , Skr − Y ) + Y ∗ = Z + Y ∗.

Here the vector Z is obviously independent of Y = Xk0+1 + . . . + Xk1 and thus also
of the uniform r.v. Y ∗, which is a function of Y and U . Thus adding Y ∗ to the
components of Z, we get a vector whose components are uniform (see Lemma 1 of
[Sc2]), the independence of Z + Y ∗ and (X1, . . . , Xk0) follows also from Lemma 1 of
[Sc2].

Proof of Theorem 4.2. We prove the statement for x = 1. Let f ∈ Lipα(T), α > 0 with∫
T

f(t)dt = 0. By (4.8) we have

|Ef(Sn)−
∫ 1

0

f(x)dx| ≤ C1e
−λ1n (n ≥ 1). (4.9)

Set ξk = f(Sk)−Ef(Sk). By (4.9), for any bounded sequence (ck) the series
∑

ckf(Sk)
and

∑
ckξk are equiconvergent, and thus it suffices to prove that

∑
ckξk is a.s. conver-

gent provided (ck) ∈ `2. In view of Lemma 4.1, this will follow if we show that

E
( N∑

k=1

ckξk

)4

≤ K
( N∑

k=1

c2
k

)2

(4.10)
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for any real (ck)N
k=1 with a suitable constant K. We claim that

|E(ξkξlξmξn)| ≤ Ae−C(|l−k|+|n−m|) (k ≤ l ≤ m ≤ n). (4.11)

By Lemma 4.3, there exists a r.v. ∆ with |∆| ≤ ψ(l − k) such that the vector

(Sl −∆, Sm −∆, Sn −∆) =: (S′l , S
′
m, S′n)

is independent of Sk and thus the r.v.’s

X = f(Sk)−Ef(Sk) and Y = (f(S′l)−Ef(Sl))(f(S′m)−Ef(Sm))(f(S′n)−Ef(Sn))

are independent. Since E(X) = 0, it follows that

E
(
(f(Sk)−Ef(Sk))(f(S′l)−Ef(Sl))(f(S′m)−Ef(Sm))(f(S′n)−Ef(Sn)

)

= E(XY ) = E(X)E(Y ) = 0. (4.12)

In view of |∆| ≤ ψ(l − k) and the boundedness and Lipschitz property of f it follows
that replacing S′l , S

′
m, S′n by Sl, Sm, Sn in the first expectation in (4.12) results in a

change of at most Cψ(l − k) of the expectation and thus we see that the expectation
in (4.11) is at most Cψ(l − k). A similar argument shows that the left hand side of
(4.11) is at most Cψ(n −m), and thus the left hand side of (4.11) is also bounded by
C(ψ(l − k)ψ(n−m))1/2, which proves (4.11) in view of (4.8).

It is now easy to verify (4.10). By (4.11), the left hand side of (4.10) is bounded by
∣∣∣

∑

1≤k≤l≤m≤n≤N

ckclcmcne−C(|l−k|+|n−m|)
∣∣∣. (4.13)

Summing (4.13) first for those indices (k, l,m, n) for which l− k = r and n−m = s are
fixed, we get by Cauchy’s inequality

∣∣∣
∑

1≤k,k+r,m,m+s≤N

ckck+rcmcm+se
−C(r+s)

∣∣∣

≤ e−C(r+s)
∣∣∣

∑

1≤k≤k+r≤N

ckck+r

∣∣∣
∣∣∣

∑

1≤m≤m+s≤N

cmcm+s

∣∣∣

≤ e−C(r+s)
( ∑

1≤k≤N

c2
k

)1/2( ∑

1≤k+r≤N

c2
k+r

)1/2( ∑

1≤m≤N

c2
m

)1/2( ∑

1≤m+s≤N

c2
m+s

)1/2

≤ e−C(r+s)
( ∑

1≤j≤N

c2
j

)2

.

Now summing for r and s we get (4.10).
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Proof of Theorem 4.3. Set δ0 = 0, ∆0 = 0 and for any integer k ≥ 1,

δk = inf
{
n ≥ 1 : Xn+δ1+...+δk−1 = 1

}
,

∆k = δ1 + . . . + δk.

Then, the random variables δk are iid and P{δk = m} = 2−m for all k and m. Further
∆k = inf{` ≥ 1 : Sl = k}. Let ω ∈ Ω, then

∑

`<∆k+1(ω)

c`f(S`(ω)x) =
k∑

h=0

Yhf(hx) (k = 0, 1 . . .)

where we put
Yk =

∑

∆k≤`<∆k+1

c`, (k = 0, 1 . . .) (4.14)

and for ∆k ≤ L < ∆k+1,

∑

`<L

c`f(S`(ω)x) =
k−1∑

h=0

Yhf(hx) +
∑

∆k≤`≤L

c`f(kx) (k = 0, 1 . . .) (4.15)

We first work the sums

Θk(c, x) :=
k∑

h=0

Yhf(hx) (k = 0, 1 . . .) (4.16)

Let y = {Yk, k ≥ 0}. It follows from Theorem A in Section 1 that if f is such that the
Dirichlet series (1.4) are regular and bounded in the half-plane <(s) > 0, the sequence
{Θk(c, x), k ≥ 0} converges in mean, P-almost surely provided that P{y ∈ `2} = 1. We
shall prove the following Lemma.

Lemma 4.4. For any c ∈ `2, the series
∑∞

k=0 EY 2
k converges.

Proof. We introduce the discrete Laplace transform of the sequence {|c`|, ` ≥ 0}. For
any ` ≥ 0, we put:

b` = β(|c`|) :=
∞∑

k=0

|ck|2−|k−`|, (4.17)

and put b = {b`, ` ≥ 0}. From the definition it is clear that it is already defined for
bounded sequences, in fact even for sequences growing less than geometrically. Clearly,
|c`| ≤ b`, 1/2 ≤ b`+1

b`
≤ 2, and

∑∞
`=0 b` ≤ 3

∑∞
`=0 |c`| ≤ ∞. Further, by convexity,

β(|c`|)2 ≤ 3β(|c`|2). (4.18)
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Indeed, let θ :=
∑∞

k=0 2−|k−`|. Then θ ≤ 3 and by convexity

β(|c`|)2 = θ2
( ∞∑

k=0

|ck|2
−|k−`|

θ

)2 ≤ θ2
∞∑

k=0

|ck|2 2−|k−`|

θ
= θb(|c`|2) ≤ 3b(|c`|2).

A useful consequence of (4.18) is thus the implication: c ∈ `2 ⇒ b ∈ `2, since∑∞
`=0 β(|c`|)2 ≤ 3

∑∞
`=0 β(|c`|)2 ≤ 9

∑∞
`=0 |c`|2.

Computing EY 2
k we get,

EY 2
k =

∞∑

m=k

∞∑
n=1

P
{
∆k = m, δk+1 = n

}( ∑

m≤`<m+n

c`

)2

,

=
∞∑

m=k

∞∑
n=1

P
{
∆k = m, δk+1 = n

} ∑

m≤`<m+n

c2
`

+ 2
∞∑

m=k

∞∑
n=1

P
{
∆k = m, δk+1 = n

}( ∑

m≤`<λ<m+n

c`cλ

)
,

:= S
(1)
k + S

(2)
k .

Thereby,

S
(2)
k = 2

∞∑

m=k

∞∑
n=1

P
{
∆k = m, δk+1 = n

}( ∑

m≤`<λ<m+n

c`cλ

)
,

= 2
∑

k≤`<λ<∞
c`cλ

∑

m≤`

P
{
∆k = m

}( ∑

n>λ−m

2−n
)

= 2
∑

k≤`<λ<∞
c`cλ

∑

m≤`

P
{
∆k = m

}
2−(λ−m).

Note that the random walk ∆ = {∆k, k ≥ 0} is transient. Thus the Green function
G(0, x) =

∑∞
k=0 P{∆k = x} is finite [S] for every x ∈ Z. Moreover ([Br] Proposition

3.39 p. 56 and Theorems 3.33, 3.34 p. 54),

L := sup
x≥0

G(0, x) < ∞.

Consequently,

∞∑

k=0

S
(2)
k = 2

∞∑

k=0

∑

k≤`<λ<∞
c`cλ

∑

m≤`

P
{
∆k = m

}
2−(λ−m)
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≤ 2
∑

0≤`<λ<∞
c`cλ

∑

m≤`

∑̀

k=0

P
{
∆k = m

}
2−(λ−m)

≤ 2
∑

0≤`<λ<∞
c`cλ

∑

m≤`

G(0,m)2−(λ−m) ≤ 2L
∑

0≤`<λ<∞
c`cλ

∑

m≤`

2−(λ−m)

≤ 4L
∑

0≤`<λ<∞
c`cλ2−(λ−`) ≤ 4L

∑

0≤`<∞
c`

∑

`<λ<∞
cλ2−(λ−`) ≤ 4L

∑

0≤`<∞
b2
` .

Therefore ∞∑

k=0

S
(2)
k ≤ 4L

∑

0≤`<∞
b2
` .

Now,

S
(1)
k =

∞∑

m=k

∞∑
n=1

P
{
∆k = m, δk+1 = n

} ∑

m≤`<m+n

c2
` ,

=
∞∑

`=k

c2
`

∑

k≤m≤`

P
{
∆k = m

}( ∑

n>`−m

2−n
)

=
∞∑

`=k

c2
`

∑

k≤m≤`

P
{
∆k = m

}
2−(`−m).

Thus,
∞∑

k=0

S
(1)
k =

∞∑

k=0

∞∑

`=k

c2
`

∑

k≤m≤`

P
{
∆k = m

}
2−(`−m),

=
∞∑

`=0

c2
`

∑

k≤`

∑

k≤m≤`

P
{
∆k = m

}
2−(`−m),

≤ 2L

∞∑

`=0

c2
`

∑

m≤`

2−(`−m) ≤ 4L

∞∑

`=0

c2
` .

Putting together the two last estimates gives
∞∑

k=0

EY 2
k =

∞∑

k=0

(
S

(1)
k + S

(2)
k

) ≤ 16L
∑

0≤`<∞
b2
` .

Now, recall that b` = β(|c`|). And by (4.18), b2
` = β(|c`|)2 ≤ 3β(|c`|2), so that a ∈ `2

implies b ∈ `2, whence we get the convergence of the series
∑∞

k=0 EY 2
k .

The following intermediate result is a straightforward consequence of the preceding
lemma.

Lemma 4.5. Assume that f satisfies the assumptions of Theorem 4.3. Then for any
c ∈ `2, the sequence {Θk(c, x), k ≥ 0} converges in mean, P-almost surely.
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Now we pass to the study for ∆k ≤ L < ∆k+1, k = 0, 1 . . . of the ratio
( ∑

∆k≤`≤L

c`

)
f(kx).

By the strong law of large numbers ∆k ∼ kEδ1 almost surely and Eδ1 =
∑∞

m=1 m2−m.
Further, by the Borel-Cantelli lemma

P{δk ≤ γ log k ultimately} = 1,

for some constant γ. It follows that with probability one

max
∆k≤L<∆k+1

∫

T

∣∣∣
∑

`<L

c`f(S`(ω)x)−Θk(c, x)
∣∣∣
2

dx ≤ τ2
k (c)‖f‖22, ultimately

and Theorem 4.3 is proved.

5. Discrepancy of random sequences {Snx}.

Given a sequence s = {sn, n ≥ 1} of real numbers, the discrepancy of s mod 1 is defined
by

NDN (s) = sup
I⊂[0,1)

∣∣∣
N∑

n=1
sn∈I

1−N |I|
∣∣∣. (5.1)

Clearly, DN (s) measures how far the distribution of s is from the uniform. In particular,
s is unformly distributed mod 1 in the Weyl sense if and only if DN (s) → 0 as N →∞.
In this section we study the discrepancy of the sequence

ξ = ξ(ω, x) =
{{Sn(ω)x}, n ≥ 1

}
,

where {u} denotes the fractional part of of u, for almost all x and ω. As in the previous
section, Sn =

∑n
k=1 Xk is a random walk, where Xk are i.i.d. random variables. Letting

fa,b(t) = Ia,b(t)− (b− a), the discrepancy of {Snx} can be written as

DN =
1
N

sup
0≤a<b≤1

∣∣∣∣∣
N∑

k=1

fa,b(Skx)

∣∣∣∣∣

which is closely related to the convergence problems studied in Section 4. As we will see,
the behavior of DN has a completely different character according as the distribution
of X1 is lattice or it has an absolutely continuous component.
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Starting with the lattice case, a number of discrepancy estimates were proved in
the recent work [We3]. In this case, the diophantine approximation properties of x

naturally play a crucial role. In what follows, we will follow the approach in [We3] with
significant simplifications due to the type of problem investigated. We first prove the
following result:

Theorem 5.1. Let X = {X,Xi, i ≥ 1} be a sequence of independent, identically
distributed, lattice random variables defined on some probablility space (Ω,A,P). We
assume that the random walk Sn = X1 + . . . + Xn, n ≥ 1 is transient. Then, for any
τ > 5/2,

DN (ξ) a.s.= O
(
N−1/2 logτ N

)
. (5.2)

To clarify the meaning of Theorem 5.1, recall that by classical results of Cassels
[Cs] and Erdős and Koksma [EK], for any increasing sequence (nk) of positive integers,
the discrepancy of {nkx} is O(N−1/2 logτ N) for almost every x and for any τ > 5/2.
Of course, this implies Theorem 5.1 in the case X > 0 a.s. In the general transient case,
nk can be negative and |nk| is not necessarily increasing, but we have |nk| → ∞ a.s. and
thus with probability one, every term of (nk) is repeated only finitely many times. This
is a situation similar to that in the results of Cassels [Cs] and Erdős and Koksma [EK],
but one should observe that repetitions in a sequence of real numbers can change the
discrepancy of the sequence drastically, even if we permit only finitely many repetitions
of each term. The heuristic meaning of Theorem 5.1 is that repetitions in the sequence
Sn are sufficiently limited so that the discrepancy behavior of {Snx} remains the same
as in the strictly monotone case.

It is worth mentioning that the constant 5/2 in the theorems of Erdős, Cassels
and Koksma has been improved to 3/2 by R.C. Baker [Ba]. Of course, this raises the
question if Theorem 5.1 also holds with τ > 3/2 instead of τ > 5/2. In the remark after
the proof of Theorem 5.2 we will show that the constant 5/2 can be improved to 7/4 if
the characteristic function ϕ of X satisfies |ϕ(t)− 1| ≥ C|t| for |t| ≤ t0; this is satisfied
e.g. if X has a finite, nonzero mean. The argument there can be easily generalized for
other classes of random variables X. Whether Theorem 5.1 holds with τ > 3/2 for all
transient X remains open.

For the proof of Theorem 5.1, we need some lemmas. Put for any integers N ≥ 1,
m ≥ 0:

ΘN (m,x) =
N∑

n=1

e2iπmSnx. (5.3)
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Lemma 5.1. For any two integers N ≥ P ≥ 1, one has the following estimate:

E
∫

T

∣∣ΘN (m,x)−ΘP (m,x)
∣∣2dx ≤ CX (N − P ),

where the constant CX depends on X only.

Proof. Since

E
∫

T

∣∣ΘN (m,x)−ΘP (m,x)
∣∣2dx

= E
∫

T

∑

P<k,`≤N

e2iπm(Sk−S`)xdx =
∑

P<k,`≤N

P{Sk = S`},

and ∑

P<k,`≤N

P{Sk = S`}

= (N − P ) + 2
∑

P<k<`≤N

P{S`−k = 0} ≤ (N − P )
{

1 + 2(
∑

λ≥1

P{Sλ = 0})
}

,

the result follows from the transience assumption of the random walk.

Let L : N → N be increasing. Put for any positive integer n and x ∈ T,

Un(x) =
L(n)∑

h=1

1
h

∣∣Θn(h, x)
∣∣. (5.4)

Lemma 5.2. For any two integers n > ` ≥ 1,

E
∫

T

∣∣Un(x)− U`(x)
∣∣2dx ≤ CX

{
(n− `) log2 L(`) + n log2 L(n)

L(`)

}
. (5.5)

Proof. Clearly,

U`(x)− Un(x) =
L(`)∑

h=1

1
h

(|Θ`(h, x)| − |Θn(h, x)|)−
L(n)∑

h=L(`)+1

1
h
|Θn(h, x)| := A−B.

By the Cauchy-Schwarz inequality and Lemma 5.1,

E
∫

T

A2dλ ≤
( L(`)∑

h=1

1
h

)( L(`)∑

h=1

1
h
E

∫

T

∣∣Θ`(h, x)−Θn(h, x)
∣∣2dx

)
≤ CX (n− `) log2 L(`),

E
∫

T

B2dλ ≤
( L(n)∑

h=L(`)+1

1
h

)( L(n)∑

h=L(`)+1

1
h
E

∫

T

∣∣Θn(h, x)
∣∣2dx

)
≤ CXn log2 L(n)

L(`)
.

Lemma 5.2 thus follows.
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Lemma 5.3. Assume that ` 7→ log L(`) is concave. Then for any τ > 3/2,

Un
a.s.= O

(
n1/2(log L(n)) logτ n

)
. (5.6)

Proof. The concavity assumption implies that for any n > ` ≥ 1 we have

log L(n)− log L(`)
n− `

≤ log L(n)
n

.

Thus by Lemma 5.2

E
∫

T

∣∣Un(x)− U`(x)
∣∣2dx

≤ CX log L(n)
{

(n− `) log L(`) + n log
L(n)
L(`)

}
≤ CX (n− `) log2 L(n).

(5.7)

Hence,

E
∫

T

∣∣Un(x)− U`(x)
∣∣2dx ≤ CX (n− `) log2 L(n), E

∫

T

∣∣Un(x)
∣∣2dx ≤ CXn log2 L(n).

Let a > 1/2. By the Chebysev inequality,

P× λ
{|U2p | > [

2p log2 L(2p)
]1/2

pa
} ≤ CX p−2a,

and thus the Borel-Cantelli Lemma yields

|U2p | a.s.= O(
[
2p log2 L(2p)

]1/2
pa)

Now, investigate the oscillation of Un over the interval [2p, 2p+1). Put

U ′
n = Un/

[
2p log2 L(2p)

]1/2
.

Then
E

∣∣U ′
n − U ′

`

∣∣2 ≤ C (
n− `

2p
).

Applying Lemma 3.4 of [We2], gives
∥∥ sup

2p≤n,m<2p+1

∣∣U ′
n − U ′

`

∣∣ ∥∥
2,P×λ

≤ CX p.

Let τ > 3/2. By Tchebycheff inequality,

P
{

sup
2p≤n,m<2p+1

∣∣Un − Ul

∣∣ >
[
2p log2 L(2p)

]1/2
pτ

} ≤ C p2−2τ ,

which implies by the Borel-Cantelli Lemma

sup
2p≤n,m<2p+1

∣∣Un − Ul

∣∣ a.s.= O(
[
2p log2 L(2p)

]1/2
pτ )

Combining our estimates easily gives the result.
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The next result is the classical Erdős-Turán inequality ([Har], Theorem 5.5, p. 129):
there exists an absolute constant C such that for any positive integers L and N

NDN (s) ≤ N

L + 1
+ C

L∑

h=1

1
h

∣∣
N∑

n=1

e2iπhsn
∣∣.

We apply this inequality for s = ξ, L = L(N), n ≤ N , and find

NDN (ξ) ≤ N/L(N) + CUN . (5.8)

Applying Lemma 5.3 to (5.8) gives for any τ > 3/2,

NDN (ξ) a.s.= O
(
N/L(N) +

[
N log2 L(N)

]1/2 logτ N
)
. (5.9)

Choosing L(N) = N establishes Theorem 5.1.

We pass now to another discrepancy result complementing Theorem 5.1.

Theorem 5.2. Let (X, Xi, i ≥ 1) be an i.i.d. sequence with E |X| < ∞ and character-
istic function φ. Let Sn = X1 + . . . + Xn and let DN (α, ω) denote the discrepancy of
the sequence {Sk(ω)α}k≤N . Let L(N) be a nondecreasing function such that N/L(N)
is also nondecreasing and set

GN (α) =
N

L(N)
+
√

N

L(N)∑

h=1

1
h|1− φ(hα)|1/2

.

Then for any fixed α

DN (α, ω) = O
(

G2N (α)
N

(log N)1/4+ε

)
for a.e. ω.

Proof. Let Th(n, ω, α) =
∑

k≤n e2πihSk(ω)α. By the Erdős-Turán inequality we have for
any r ≥ 1

nDn(α, ω) ≤ C
(n

r
+

r∑

h=1

1
h
|Th(n, ω, α)|

)

and thus

nDn(α, ω) ≤ C
( n

L(n)
+

L(n)∑

h=1

1
h
|Th(n, ω, α)|

)
.
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Consequently

max
1≤n≤2k

nDn(α, ω) ≤ C
( 2k

L(2k)
+

L(2k)∑

h=1

1
h

max
1≤r≤2k

|Th(r, ω, α)|
)
. (5.10)

By the fourth moment estimate in the first line of p. 364 of the paper of Blum and
Cogburn [BC] we have

Eω|Th(n, ω, α)|4 ≤ C
1

|1− φ(hα)|2 n2.

The same moment bound holds for the translated sums
∑

m+1≤k≤m+n e2πihSk(ω)α and
thus applying Lemma 4.1 we get

Eω max
1≤r≤2k

|Th(r, ω, α)|4 ≤ C
1

|1− φ(hα)|2 4k

or equivalently

‖ max
1≤r≤2k

|Th(r, ω, α)‖4 ≤ C
1

|1− φ(hα)|1/2

‖ max
1≤r≤4k

|Th(r, ω, α)‖4 ≤ C
1

|1− φ(hα)|1/2
2k.

Substituting this into (5.10) it follows that

‖ max
1≤n≤4k

nDn(α, ω)‖4 ≤ C
(
2k +

2k∑

h=1

1
h|1− φ(hα)|1/2

2k
)
≤ C2kG2k(α).

Thus

Pω{ max
1≤n≤4k

nDn(α, ω) ≥ 2kk1/4+εG2k(α)} ≤ Eω (max1≤n≤4k nDn(α, ω))4

16kk1+4εG2k(α)4
≤ Ck−(1+4ε).

Hence the theorem follows from the monotonicity of GN and the Borel-Cantelli lemma.

Remarks. It is interesting to compare the bound obtained in Theorem 5.1 with the
one obtained in [We3]. The two bounds are very similar: the only difference is that
instead of the expression

1√
N

( L(N)∑

h=1

1
h|1− φ(hα)|

)1/2

(log N)3/2+ε (A)
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in the remainder term in [We3], the bound in Theorem 5.1 contains

1√
N

( L(N)∑

h=1

1

h|1− φ(hα)|1/2

)
(log N)1/4+ε. (B)

The two expressions are incomparable: one can easily give examples when one is better
than the other, and conversely. In the metric case (i.e. when we wish to estimate the
discrepancy of {Sn(ω)α} for almost every (ω, α)), the situation simplifies considerably,
and both expressions can be easily evaluated. Assume for simplicity that the random
variable X has a finite, nonzero mean c; then its characteristic function ϕ satisfies
ϕ(t) = 1 + ict + o(t) as t → 0, and thus |ϕ(t)− 1| ≥ C|t| for |t| ≤ t0. Hence (A) can be
bounded by

C√
N

( L(N)∑

h=1

1
h〈hα〉

)1/2

(log N)3/2+ε. (5.11)

By a well known theorem of Khinchin, almost every α has type < ψ with ψ(x) =
(log x)1+ε (see [KN] for definitions and the exact formulation) and thus choosing L(N) =
N1/2 and using Excercise 3.12 on page 131 of [KN], we get that

DN (α, ω) = O(N−1/2(log N)5/2+ε) for almost every (ω, α) (5.12)

which is exactly the bound in Theorem 5.1. (Of course, Theorem 5.1 is more general,
since it assumes only the transience of Sn.) In case of the bound (B), the estimate in
[KN] cannot be directly used, but a trivial modification of the proof of Lemma 3.3 in
[KN] shows that if the type of α is < ψ, then

m∑

h=1

1
h〈hα〉1/2

= O
(√

ψ(2m) +
m∑

h=1

√
ψ(2h)
h

)
.

Using this, (B) yields the metric bound

DN (α, ω) = O(N−1/2(log N)7/4+ε) for almost every (ω, α) (5.13)

which is better than (5.12), but is very likely far from optimal.

We turn now to the study of the case when the random variables generating the
random walk Sn are absolutely continuous. In this case Schatte [Sc2] proved that for
any fixed x the discrepancy of {Skx} is O(

√
log N/N) a.s., and he also proved an LIL

for the partial sums of I(Skx) where I is the indicator function of a fixed interval. These
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results obviously raise the question if the discrepancy of {Skx} is O(
√

log log N/N) a.s.,
and below we show that the answer is affirmative.

Theorem 5.3. Let X1, X2, . . . be i.i.d. random variables with a bounded density con-
centrated on [0, 1] and let Sn = X1 + . . . + Xn (mod 1). Then for every x and almost
every ω, the discrepancy of the sequence {Sk(ω)x} is O(√

log log N/N
)
.

For the proof we let, as in Section 4,

ψ(x) = sup
0≤x≤1

|P(Sn ≤ x)− x|

and note that by Theorem 1 of [Sc1] we have

ψ(n) ≤ Ce−λn (n ≥ 1) (5.14)

for some constants C > 0, λ > 0.

Lemma 5.4. Let f = I(a,b) − (b− a) for some 0 ≤ a < b ≤ 1. Then

E
( M+N∑

k=M+1

f(Sk)
)2

≤ C‖f‖N (5.15)

for any M ≥ 0, N ≥ 1 where ‖f‖ = (
∫ 1

0
f2(x)dx)1/2 and C is an absolute constant.

The conclusion remains valid if f is a Lipschitz function with
∫ 1

0
f(x)dx = 0.

Proof. In what follows, C denotes positive absolute constants, possibly different at
different places. We first show

|Ef(Sk)f(S`)| ≤ Cψ(`− k)‖f‖ (k < `). (5.16)

Indeed, by Lemma 4.3 there exists a r.v. ∆ with |∆| ≤ ψ(`− k) such that S` −∆ is a
uniform r.v. independent of Sk. Hence

Ef(S` −∆) =

1∫

0

f(x)dx = 0

and thus
Ef(Sk)f(S` −∆) = Ef(Sk)Ef(S` −∆) = 0. (5.17)
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On the other hand,

|Ef(Sk)f(S`)−Ef(Sk)f(S` −∆)|
≤ E

(|f(Sk)| |f(S`)− f(S` −∆)|) ≤ (
Ef2(Sk)

)1/2(
E|f(S`)− f(S` −∆)|2)1/2

.
(5.18)

Since X1 has a bounded density, by Theorem 1 of [Sc1] the density ϕn of Sn exists for
all n ≥ 1 and satisfies ϕn → 1 uniformly on [0, 1]. Thus

P{Sn ∈ I} ≤ C|I| (n ≥ 1) (5.19)

for some constant C > 0, whence we get

Ef2(Sk) ≤ C

1∫

0

f2(x)dx = C‖f‖2. (5.20)

On the other hand,

E|f(S`)− f(S` −∆)|2 = E|I(a,b)(S`)− I(a,b)(S` −∆)|2. (5.21)

The difference on the right-hand side differs from zero only if one of S` and S` − ∆
is inside (a, b) and the other is outside of the interval. In this case S` is closer to the
boundary of (a, b) than |∆|, and since |∆| ≤ ψ(`− k), the probability of this event is at
most Cψ(`− k) by (5.19). Thus (5.21) yields

E|f(S`)− f(S` −∆)|2 ≤ Cψ(`− k) (5.22)

which, together with (5.18)–(5.21), gives

|Ef(Sk)f(S`)−Ef(Sk)f(S` −∆)| ≤ Cψ(`− k).

Thus using (5.17) we get (5.16). Now by (5.16) and (5.13)
∣∣∣∣

∑

M+1≤k<`≤M+N

Ef(Sk)f(S`)
∣∣∣∣ ≤ CN‖f‖

∑

`≥1

`−2 ≤ CN‖f‖

which, together with (5.20), completes the proof of Lemma 5.4. For Lipschitz functions
f the argument is similar.

Lemma 5.5. Let f = I(a,b) − (b − a) for some 0 ≤ a < b ≤ 1. Then for any M ≥ 0,

N ≥ 1, real t ≥ 1 and ‖f‖ ≥ N−1/4 we have

P
{∣∣∣

M+N∑

k=M+1

f(Sk)
∣∣∣ ≥ t‖f‖1/4(N log log N)1/2

}
≤ exp

(− C
t log log N

‖f‖1/2

)
+

1
t2N

. (5.23)
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Proof. We divide the interval [M + 1,M + N ] into subintervals I1, . . . , IL, with L ∼
N19/20, where each interval Iν contains ∼ N1/20 terms. We set

M+N∑

k=M+1

f(Sk) = η1 + . . . + ηL

where
ην =

∑

k∈Iν

f(Sk).

We deal with the sums
∑

η2j and
∑

η2j+1 separately. Since there is a separation
∼ N1/20 between the even block sums η2j , we can apply Lemma 4.3 to get

η2j = η∗2j + η∗∗2j

where
η∗2j =

∑

k∈I2j

f(Sk −∆j)

η∗∗2j =
∑

k∈I2j

(f(Sk)− f(Sk −∆j))

where the ∆j are r.v.’s with |∆j | ≤ ψ(N1/20) ≤ N−10 and the r.v.’s η∗2j j = 1, 2, . . .

are independent. Relation (5.22) in the proof of Lemma 5.4 shows that the L2 norm of
each summand in η∗∗2j is ≤ Cψ(N1/20) ≤ CN−10 and thus for ‖f‖ ≥ N−1/4 we have

‖η∗∗2j ‖ ≤ CN−9 ≤ C‖f‖N−8. (5.24)

Thus ∥∥∥
∑

η∗∗2j

∥∥∥ ≤ C‖f‖N−7

and therefore by the Markov inequality

P
(∣∣∣∣

∑
η∗∗2j

∣∣∣∣ ≥ t‖f‖1/4(N log log N)1/2

)

≤ Ct−2‖f‖−1/2(N log log N)−1‖f‖2N−14 ≤ t−2N−1.

(5.25)

Let now |λ| = O(N−1/16), then |λη∗2j | ≤ C|λ|N1/20 ≤ 1/2 for N ≥ N0 and thus using
ex ≤ 1 + x + x2 for |x| ≤ 1/2 we get, using Eη∗2j = 0,

E
(

exp λ

( ∑

j

η∗2j

))
=

∏

j

E
(
eλη∗2j

) ≤
∏

j

E(1 + λη∗2j + λ2η∗22j )

=
∏

j

(1 + λ2Eη∗22j ) ≤ exp
(

λ2
∑

j

Eη∗22j

)
.

(5.26)
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By Lemma 5.4
‖η2j‖ ≤ C‖f‖1/2N1/40

which, together with (5.24) and the Minkowski inequality, implies

‖η∗2j‖ ≤ C‖f‖1/2N1/40

and thus the last expression in (5.26) cannot exceed

exp
(
λ2C‖f‖

∑

j

N1/20
)
≤ exp(λ2C‖f‖N).

Thus choosing
λ = (log log N/N)1/2‖f‖−3/4

(note that by ‖f‖ ≥ N−1/4 we have |λ| = O(N−1/6)) and using the Minkowski inequal-
ity, we get

P
{∣∣∣∣

∑

j

η∗2j

∣∣∣∣ ≥ t‖f‖1/4(N log log N)1/2

}

≤ exp
{
− λt‖f‖1/4(N log log N)1/2 + λ2C‖f‖N

}

= exp(−‖f‖−1/2t log log N + C‖f‖−1/2 log log N)

≤ exp(−C ′‖f‖−1/2t log log N)

completing the proof of Lemma 5.5.

Using Lemma 5.5, the proof of Theorem 5.3 can be completed by a standard dyadic
chaining argument. We will actually follow here an argument from [P2], which goes back,
in turn, to Erdős and Gál. For any h ≥ 1, 1 ≤ j ≤ 2h let ϕ

(j)
h denote the indicator

function of the interval [(j − 1)2−h, j2h) and put

F (M, N, j, h) =
∣∣∣∣

M+N∑

k=M+1

(ϕ(j)
h (Sk)− 2−h)

∣∣∣∣.

We note first that if 2n ≤ N < 2n+1, then there exist integers m` with 0 ≤ m` < 2n−`

(1 ≤ ` ≤ n) such that

F (0, N, j, h) ≤ F (0, 2n, j, h) +
∑

1
3 n≤`≤n

F (2n + m`2`, 2`−1, j, h) + N1/3. (5.27)
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Next we observe that if 0 ≤ a ≤ 1 has the dyadic expansion

a =
∞∑

j=1

εj2−j εj = 0, 1

and H ≥ 1 is an arbitrary integer, then the indicator function ga of [0, a) satisfies

H−1∑

h=1

%h(x) ≤ ga(x) ≤
H−1∑

h=1

%h(x) + σH(x)

where %h is the indicator function of
[ h∑

j=1

εj2−j ,
h+1∑
j=1

εj2−j
)

and σH is the indicator

function of
[ H∑

j=1

εj2−j ,
H∑

j=1

εj2−j + 2−H
)
. For εh = 0 clearly %h ≡ 0 and for εh = 1,

%h coincides with one of the ϕ
(j)
h . Also, σH coincides with some of the ϕ

(j)
H . Hence it

follows that for any N ≥ 1, H ≥ 1 there exist suitable integers 1 ≤ jh ≤ 2h, 1 ≤ h ≤ H

such that

∣∣∣∣
∑

k≤N

ga(Sk)− a

∣∣∣∣ ≤ h ≤ H →
∑∗

∣∣∣∣
∑

k≤N

ϕ
(jh)
h (Sk)− 2−h

∣∣∣∣ + N2−H =

= h ≤ H →
∑∗

F (0, N, jh, h) + N2−H

(5.28)

where the (∗) means that the summation is extended only for those h < H such that
εh = 1. Given now N ≥ 1, define n by 2n ≤ N < 2n+1, choose H = 2n/2 in (5.28) and
get, using also (5.27),

∣∣∣∣
∑

k≤N

(ga(Sk)− a)
∣∣∣∣ ≤

∑

h≤2n/2

{
F (0, 2n, jh, h)+

+
∑

1
3 n≤`≤n

F (2n + m`2`, 2`−1, jh, h)
}

+ 2
√

N.

(5.29)

Formula (5.29) estimates the sum
∑

k≤N

(ga(Sk) − a) by means of the dyadic “building

blocks” F (0, 2n, jh, h), F (2n + m`2`, 2`−1, jh, h) and thus it remains to estimate these
quantities. Let

ϕ(n) = 10(N log log N)1/2
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and introduce the events

G(n, j, h) =
{

F (0, 2n, j, h) ≥ 2−h/8ϕ(2n)
}

H(n, j, h, `, m) =
{

F (2n + m2`, 2`−1, j, h) ≥ 2−h/82(`−n−3)/6ϕ(2n)
}

Gn =
⋃

h≤2n/2

⋃

j≤2h

G(n, j, h)

Hn =
⋃

h≤2n/2

⋃

j≤2h

⋃
1
3 n≤`≤n

⋃

m≤2n−`

H(n, j, h, `, m).

Note that

N−1/4 ≤ 2−(h+1)/2 ≤ ‖ϕ(j)
h − 2−h‖ ≤ 2−h/2

and thus applying Lemma 5.6 with M = 0, N = 2n and t = 1 we get

P(G(n, h, j)) ≤ C exp(−2h/4 log n) + 2−h.

Thus
P(Gn) ≤ C

∑

h≤2n/2

2h exp(−2h/4 log n) + C2−n
∑

h≤2n/2

2h ≤

≤ C exp(−2 log n) + C2−n/2 ≤ Cn−2.

Similarly, using Lemma 5.5 with M = 2n + m2`, N = 2`−1, t = 2(n−`)/3 we get

P(H(n, j, h, `,m)) ≤ C exp(−2h/42(n−`)/3 log n) + 22(`−n)/32−n

whence

P(Hn) ≤ Cn−2

by a simple calculation. Hence the Borel–Cantelli lemma shows that there exists, for
almost every ω, an index n0 = n0(ω) such that for n ≥ n0 the expressions F (0, 2n, jh, h)
and F (2n + m`2`, 2`−1, jh, h) in (5.29) are bounded by the quantities 2−h/8ϕ(2n), resp.
2−h/82(`−n−3)/6ϕ(2n) (regardless the value of jh and m`) and consequently

∣∣∣∣
∑

k≤N

(ga(Sk)− a)
∣∣∣∣ ≤

∑

h≤2n/2

{
2−h/8 +

∑
1
3 n≤`≤n

2−h/82(`−n−3)/6

}
ϕ(2n)+

+ 2
√

N ≤ Cϕ(N)

completing the proof of Theorem 5.3.
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