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Problem 1.1. Let (Ω,A,P) be a discrete probability space and let A,B,C and
A1, A2, . . . be elements of A.

(a) Prove that P(A ∪ B) = P(A) + P(B)− P(A ∩ B). What is the corresponding
formula for P(A ∪B ∪ C)?

(b) Prove that P(
⋃

iAi) ≤
∑

i P(Ai), provided that
⋃

iAi ∈ A. Give an example
of a probability space and sets A1, A2, . . . for which

⋃
iAi /∈ A.

Problem 1.2. Let X, Y be random variables and let α, β ∈ R. Prove that

E[αX + βY ] = αE[X] + βE[Y ] and |E[X]| ≤ E[|X|].

Also prove that E[X] ≥ E[Y ] if X ≥ Y .

Problem 1.3. Given a discrete probability space (Ω,A,P), let A ∈ A with P(A) > 0
and let X, Y be independent random variables.

(a) Define A′ to be the collection of all subsets of A that lie in A. For such a set
B, set P′(B) := P(B | A). Prove that (A,A′,P′) is a discrete probability space.

(b) Prove that E[XY ] = E[X] ·E[Y ] and E[X | Y = y] = E[X] for every y ∈ Y (Ω).

Problem 1.4. Let X, Y be random variables that only take non-negative values.
Prove that

E[(X + Y )k] ≥ E[Xk] + E[Y k]

for every k ∈ N and give an example (with neither X nor Y being zero with proba-
bility one) where equality holds.

Problem 1.5. Let n ∈ N and let F be an inclusion-free family of subsets of [n] :=
{1, 2, . . . , n} (inclusion-free means that no element of F is a proper subset of another
element). Choose a permutation σ of [n] uniformly at random and define the random
variable

X := |{k | {σ(1), σ(2), . . . , σ(k)} ∈ F}| .

Consider E[X] in order to prove that |F| ≤
(

n

bn2 c
)
.

Problem 1.6. A matching in a graph is a set of edges such that no two share an
end vertex; a perfect matching is a matching that covers all vertices. Determine the
asymptotic probability (for n→∞) that G(2n, 1

n
) has a perfect matching.

Reminder. G(n, p) is the random graph on the vertex set [n] in which every edge is
present with probability p, independently from each other.


