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Problem 4.1. Let r, d be positive integers and V1, . . . , Vr be disjoint sets of size
d2ede. Suppose that G is a graph with vertex set V = V1 ∪ · · · ∪ Vr such that every
vertex of G has degree at most d. Use the Lovász Local Lemma to prove that there
exists an independent transversal, that is, an independent set that contains precisely
one vertex from each Vi.

Problem 4.2. Let A1, A2, A3 be events in a probability space such that the following
holds.

• A1 and A2 are independent;

• A2 and A3 are independent;

• A1 ∩ A2 and A3 are independent.

Prove that A1 and A2 ∩A3 are independent as well. Deduce from this that one may
assume in the Lovász Local Lemma that the dependency graph D has the following
property.

Every vertex i of D is either isolated (i.e. there are no edges involving i)
or has at least one outgoing edge (i.e. an edge (i, j)).

Problem 4.3. For the following probability spaces and sets of ‘bad’ events
A1, . . . , An, prove that the Lovász Local Lemma cannot be applied (regardless of
the choice of the dependency graph D).

(a) Let Ω be the set of all 01-sequences of length n with an even number of 1s and
choose a sequence s1, . . . , sn from Ω uniformly at random. For each i ∈ [n],
denote by Ai the event that si = 1.

(b) Let Ω be the set of all permutations of [n]. We choose a permutation σ uni-
formly at random and denote, for each i ∈ [n], by Ai the event that σ(i) = i.

Problem 4.4. Let A1, . . . , An be events in a probability space and let D = ([n], E)
be a directed graph. We say that D is a negative dependency graph for A1, . . . , An
if the following holds

For every J ⊆ [n] and i ∈ [n] \ J , if (i, j) /∈ E for all j ∈ J and
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Replacing ‘dependency graph’ by ‘negative dependency graph’ in the statement of
the Lovász Local Lemma results in the so-called Lopsided Lovász Local Lemma.
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(a) Sketch how the proof of the Lovász Local Lemma from the lecture generalises
to a proof of the Lopsided Lovász Local Lemma.

(b) Follow the arguments sketched below to prove in that Problem 4.3b, the ed-
geless graph on [n] is a negative dependency graph.

It suffices to show (why?) that
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for all J ⊂ [n] and i ∈ [n]\J such that P(Ai) > 0. Show that this is equivalent
to
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To prove this inequality, for each permutation σ ∈ Ai ∧

∧
j∈J Aj, define n

permutations σ1, . . . , σn ∈
∧
j∈J Aj and prove that σk 6= τl as soon as k 6= l or

σ 6= τ .

Problem 4.5. Let X1, . . . , Xn be independent random variables. Let λ, t > 0 and
p ∈ [0, 1] be given.

(a) Let Xi ∼ Be(p) for all i, i.e. P(Xi = 1) = p and P(Xi = 0) = 1 − p. We
consider the random variables X =

∑
iXi ∼ Bin(n, p) and Y ∼ Poi(λ), where

the latter is defined by P(Y = k) = λk

k!
e−λ.

Determine the variances of X and Y .

(b) Suppose that each Xi only takes values in [0, 1] and write σ2 = Var[X]. Prove
that

P
(
X ≥ E[X] + t
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)) .
Hint. In the lecture it was mentioned that

ϕ(y) := (1 + y) ln(1 + y)− y ≥ y2

2
(
1 + y

3

)
for y ≥ 0. Determine values for α and y so that exp(−αϕ(y)) is exactly the
desired upper bound and try to prove that the probability is smaller than
exp(−αϕ(y)).

To this end, start as in the proof of the first Chernoff bound from the lecture.
Bound each factor E[euXi ] by a term exp((eu− 1)E[Xi]) (why is this an upper
bound?) and then implement a suitable value for u.


