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Exercise 4.1. Find an example of two different probability distributions p # ¢ on
the set {0, 1} that satisfy D(p || ¢) = D(q || p)-

Exercise 4.2. Let X4,...,X,,Y be random variables. Prove the chain rule for
mutual information, that is, show explicitly that

I(X1ye ey X0)Y) = I(X05Y) + T(Xo YX0) 4 oo+ I(X VI Xs o, Xo)

Give a more general chain rule for expressions of the form I((Xy,..., X,.); (Yi,...,Ym)).

Exercise 4.3. Our goal is to identify a random object X which is distributed in X
with some distribution p. A question @ from a set Q is asked at random according
to distribution 7. This results in a deterministic answer A = A(X, @), that is, there
is a deterministic function (z,q) — A(x,q) from X to Q. Suppose X and @ are
independent. Then I(X;@, A) is the uncertainty in X removed by the question-
answer pair (Q, A).

(a) Show that I(X;Q,A) = H(A | Q) and interpret this statement.

(b) Now suppose that two i.i.d. questions Q, Qs ~ 7 are asked, yielding answers
Al and AQ. Show that I(X, Q17 Al, QQ, AQ) < QI(X, Qh Al)

Exercise 4.4. The interaction information of three random variables X7, X5, X3 is
defined as
I(Xl, XQ, Xg) = I(Xl, XQ) —I(Xl, X2 | Xg)

(a) Show that the interaction information is symmetric, in the sense that
I(X1; Xo5 X3) = 1(Xon);: Xo): X))
holds for any permutation o of {1, 2, 3}.

(b) Give an example of random variables X7, X5, X3 such that 1(X;; X5; X3) < 0.

Exercise 4.5. Let X,Y, Z;, Z5 be random variables on a common state space X
forming the Markov triple (X,Y, (71, Z,)), that is,

p(may721722) = p(x)p(y ‘ $)p(21,2’2 ’ y)
holds for all x,y, z1, 20 € X. Show that

I(X; Z)+ 1(X; Zo) <I(X; YY)+ [(Zy; Zs).



Exercise 4.6. Consider the Markov chain (X,,),>0 on X = {1,...,7} with transi-
tion matrix
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a) Draw the transition graph. Is (X,,) irreducible?

(a)
(b) Calculate P[X,, =i | Xy = 6] for i € X and n € {1,2,3}.
(c) Give a stationary distribution for X,,. Is it unique?

)

(d) Calculate lim,, ., P[X,, =i | X, = 6] for all i € X.

Exercise 4.7. Give an example to show that in general, a function of a Markov
chain is not necessarily again a Markov chain (i.e., find a Markov chain (X,,),>o with
finite state space X and a function f : X — Y such that (Y,),>0 with Y,, = f(X,,)
is not a Markov chain).

Exercise 4.8. Let (X,,),>0 be an irreducible time homogeneous Markov chain with
transition matrix P and stationary initial distribution v. Let N € N and consider
the stochastic process (V,,)_, where Y,, = Xy_,,.

(a) Show that (Y,,)Y_, is a Markov chain.

n=0
(b) Determine the transition matrix for the chain.

(c) Show that the reversed chain is stationary and determine its stationary distri-
bution.



