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Abstract

While an integration by parts formula for the bilinear form of the hypersingular boundary
integral operator for the transient heat equation in three spatial dimensions is available in
the literature, a proof of this formula seems to be missing. Moreover, the available formula
contains an integral term including the time derivative of the fundamental solution of the
heat equation, whose interpretation is difficult at second glance. To fill these gaps we provide
a rigorous proof of a general version of the integration by parts formula and an alternative
representation of the mentioned integral term, which is valid for a certain class of functions
including the typical tensor-product discretization spaces.

Keywords: Heat equation, boundary element method, space-time, hypersingular operator, inte-
gration by parts formula
2020 MSC: 65M38, 45E10

1 Introduction
The transient heat equation is the archetype of a parabolic partial differential equation in space
and time. Nevertheless, it has quite a few things in common with elliptic partial differential
equations in space like the Laplace equation, when it comes to integral equations. For example,
one can define the single layer boundary integral operator V and hypersingular boundary in-
tegral operator D for the heat equation as integral operators on a lateral space-time boundary
Σ = ∂Ω × (0, T ) ⊂ Rd × R in a similar way as for elliptic partial differential equations. Sur-
prisingly, one can even show that both operators are elliptic in suitable anisotropic Sobolev
spaces [2,4]. This makes it particularly interesting to consider Galerkin variational formulations
for the solution of integral equations of the form V q = g or Du = h and related boundary
element methods.

Evaluating the hypersingular operator D for the heat equation is as challenging as in the
elliptic case. The problem is that the operator cannot be expressed as an integral in a classical
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sense. In case of the Laplace equation and other elliptic partial differential equations there
exist several approaches to regularize the hypersingular operator. One particularly interesting
strategy is to regularize the bilinear form associated with D instead of the operator itself. Some
sort of integration by parts is applied and eventually leads to a representation in terms of
weakly singular integrals in a discrete setting. This approach has been applied to a wide class of
partial differential equations, e.g., for the Laplace equation [15], the Helmholtz equation [12,16],
time-harmonic Maxwell equations [16] and linear elastostatics [9, 10].

For the hypersingular operator of the heat equation or rather the corresponding bilinear form
an integration by parts formula is also available. In [4] a formula for the 2+1D case, i.e. two
space dimensions plus the additional time dimension, is provided together with an outline of its
proof. A formula for the 3+1D case can be found for example in [5] and [14], but to the best of
our knowledge no proof is provided in the literature. In addition, the formula in the mentioned
works contains a boundary integral including the time derivative of the fundamental solution of
the heat equation, which per se is locally not integrable on the considered integration domain.
This makes it difficult to understand the formula in a general setting. In this work we want
to fill these gaps by giving a rigorous proof of the integration by parts formula in 3+1D in a
rather general form. The problematic integral term with the time derivative will appear here in
a general form, whose evaluation is again difficult for non-smooth functions. However, we will
derive an integral representation which is valid for a certain class of functions including the ones
typically used for discretization and overcomes the problem of the locally non integrable time
derivative.

The remaining paper is structured as follows. Section 2 serves as preparation for the rest
of the paper. Here we introduce the relevant function spaces and provide a few results which
will be used in the main proofs. In Section 3 we focus on the transient heat equation. We
discuss solvability aspects and introduce the boundary integral operators, including the hyper-
singular operator D. As a side result we give a proof of Theorem 3.6, which is a generalization
of the classical parabolic maximum principle and is needed later on. In Section 4 we finally
consider the general integration by parts formula for the bilinear form of D, which is formulated
in Theorem 4.1 and proven in Section 4.1. The aforementioned ’time derivative term’ of this
formula, will be further investigated in Section 5. Here we will give the details why the formu-
lation in [5,14] is not adequate in general and provide our alternative in Theorem 5.2. Section 6
concludes the paper with a short summary and outlook.

2 Preliminaries
In this section we introduce the basic notation used throughout the paper and discuss a few
concepts and results which we need for the main proofs of the paper.

2.1 Anisotropic Sobolev spaces, trace operators and a surface curl
For an open set A ⊂ Rd we denote by C(A), Ck(A) and Ck(A) for k ∈ N ∪ {∞} the usual sets
of continuous and k times continuously differentiable functions on A or A in the appropriate
sense. Functions in C∞(A) with compact support are denoted by C∞c (A). By Lp(A), p ∈ [1,∞]
we denote the standard Lebesgue spaces on A. When referring to functions in these spaces, we
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always mean the related equivalence classes. We use bold face letters to denote spaces containing
functions mapping to Rn, whose components are in the respective function space. Whenever we
consider such functions, the dimension n is clear from context, so we do not specify it.

Throughout this work, let Ω ⊂ R3 be a bounded Lipschitz domain as in Definition A.1 with
boundary Γ , let T > 0 be finite and Q := Ω × (0, T ) be the space-time cylinder with lateral
boundary Σ := Γ ×(0, T ). In addition let α > 0. All our considerations in this paper are related
to the initial boundary value problem for the heat equation

∂

∂t
u− α∆u = 0 in Q, (1)

u(·, 0) = 0 in Ω, (2)

with an additional Dirichlet or Neumann boundary condition

u = g on Σ, (3a)
γint

1,Σu = h on Σ, (3b)

respectively. For the study of these problems we consider the anisotropic Sobolev space

H1,1/2(Q) := L2(0, T ;H1(Ω)) ∩H1/2(0, T ;L2(Ω)),

and its subspaces

H
1,1/2
;0, (Q) := L2(0, T ;H1(Ω)) ∩H1/2

0, (0, T ;L2(Ω)),

H
1,1/2
;,0 (Q) := L2(0, T ;H1(Ω)) ∩H1/2

,0 (0, T ;L2(Ω)),

where we use the standard notation for Bochner spaces and Sobolev spaces. The spaceH1,1/2
;0, (Q)

can be interpreted as the subspace of H1,1/2(Q) containing functions which are 0 at t = 0, or, to
be more precise, the functions whose extension by zero for t < 0 is in H1,1/2(Ω × (−∞, T )), see
e.g. [11, Proposition 5.2]. The space H1,1/2

;,0 (Q) contains functions vanishing at t = T in the same
sense. Particular representations of the norms of these anisotropic spaces are not needed here,
so we only refer to [4] and [6] for them. Note that we use the notation of [6]. In [4], H̃1,1/2(Q)
and

(T )
H1,1/2(Q) denote the spaces equivalent to H1,1/2

;0, (Q) and H1,1/2
;,0 (Q).

The following density result will be used several times throughout the paper.

Proposition 2.1. The space

C∞c (Ω × (0, T )) := {u : u = ũ|Q, ũ ∈ C∞c (R3 × (0, T ))} (4)

is dense in H1,1/2(Q), H1,1/2
;0, (Q), and H1,1/2

;,0 (Q).

Sketch of the proof. In [4, Proof of Lemma 2.22] it is mentioned, that

C∞c (Ω × (0, T ]) := {u : u = ũ|Q, ũ ∈ C∞c (R3 × (0,∞)}

is dense in H1,1/2
;0, (Q), and that this follows from the density of C∞(Ω) in H1(Ω) and the density

of C∞c ((0, T ]) = {f : f = f̃ |(0,T ), f̃ ∈ C∞c (0,∞)} in H
1/2
0, (0, T ) by tensor product arguments.
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The same tensor product arguments can be used to show the three density results stated above,
since C∞c (0, T ) is dense in H1/2(0, T ), see e.g. [8, Theorem 1.4.2.4], and also in H1/2

0, (0, T ) and
H

1/2
,0 (0, T ), see [24, Theorem 2.2.2].

Following [6], we consider in addition the anisotropic Sobolev space

H1/2,1/4(Σ) := L2(0, T ;H1/2(Γ )) ∩H1/4(0, T ;L2(Γ ))

on Σ with the norm

‖ϕ‖H1/2,1/4(Σ) :=
(∫ T

0
‖ϕ(·, t)‖2H1/2(Γ ) dt+

∫ T

0

∫ T

0

‖ϕ(·, t)− ϕ(·, τ)‖2L2(Γ )

|t− τ |3/2 dτ dt
)1/2

,

where ‖ · ‖H1/2(Γ ) denotes the usual Sobolev–Slobodeckij norm on Γ , and its dual

H−1/2,−1/4(Σ) = (H1/2,1/4(Σ))′.

By 〈·, ·〉Σ we denote the duality product on H−1/2,−1/4(Σ) ×H1/2,1/4(Σ) which is understood
as the continuous extension of the L2 inner product

〈ψ,ϕ〉L2(Σ) =
∫ T

0

∫
Γ
ψ(x, t)ϕ(x, t) dsx dt

from L2(Σ)×H1/2,1/4(Σ) to H−1/2,−1/4(Σ)×H1/2,1/4(Σ).
Our interest in the space H1/2,1/4(Σ) is explained by the fact that it can be interpreted as

the trace space of H1,1/2
;0, (Q). Indeed, the following theorem holds.

Theorem 2.2 ([11, Theorem 2.1], [4, Lemma 2.4]). There exists a unique continuous operator
γint

0,Σ from H
1,1/2
;0, (Q) to H1/2,1/4(Σ) such that γint

0,Σu = u|Σ for all u ∈ C∞c (Ω × (0, T )). This
operator is surjective.

Remark 2.3. The trace operator γint
0,Σ can also be considered as a surjective operator from

H1,1/2(Q) or H1,1/2
;,0 (Q) to H1/2,1/4(Σ). In a slight abuse of notation, we denote all three oper-

ators by γint
0,Σ .

Corollary 2.4. There exist continuous operators

EΣ : H1/2,1/4(Σ)→ H1,1/2(Q),

EΣ;,0 : H1/2,1/4(Σ)→ H
1,1/2
;,0 (Q),

which are right-inverses of the operator γint
0,Σ on the respective space on Q.

For the definition of the Neumann trace operator we introduce the space

H
1,1/2
;0, (Q, ∂/∂t− α∆) =

{
u ∈ H1,1/2

;0, (Q) : ∂
∂t
u− α∆u ∈ L2(Q)

}
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with the usual norm, see [4, 6], and consider Green’s first identity for the heat equation, which
reads

α

∫ T

0

∫
Γ

(n · ∇u) v dsx dt =−
∫ T

0

∫
Ω

(
∂u

∂t
− α∆u

)
v dx dt+ α

∫ T

0

∫
Ω
∇u · ∇v dx dt

+
∫ T

0

∫
Ω

∂u

∂t
v dxdt

for functions u ∈ C2(Q) and v ∈ C1(Q). As usual, we can use this identity to generalize the
Neumann trace n · ∇u for u ∈ H1,1/2

;0, (Q, ∂/∂t− α∆), if we can ensure that the right-hand side
is well-defined and continuous for such u and suitable v. This is not immediately clear for the
last integral on the right-hand side, but is established in the following proposition.

Proposition 2.5 ([4, cf. Lemma 2.6]). The bilinear form

d(u, v) :=
∫ T

0

∫
Ω

∂u

∂t
(x, t)v(x, t) dx dt (5)

can be continuously extended from C∞c (Ω × (0, T ])× C∞c (Ω × [0, T )) to H1,1/2
;0, (Q)×H1,1/2

;,0 (Q)
and is bounded by a constant cd, which does not depend on Ω.

A sketch of the proof of Proposition 2.5 is given in Section A.2. Here we continue with the
definition of the Neumann trace operator γint

1,Σ .

Proposition 2.6 ([4, cf. Lemma 2.16]). The map

γint
1,Σ : H

1,1/2
;0, (Q, ∂/∂t− α∆)→ H−1/2,−1/4(Σ)

defined by

〈γint
1,Σu, ψ〉Σ := −

∫ T

0

∫
Ω

(
EΣ;,0ψ

(
∂

∂t
− α∆

)
u−∇u · ∇(EΣ;,0ψ)

)
dx dt+ d(u,EΣ;,0ψ) (6)

for all u ∈ H
1,1/2
;0, (Q, ∂/∂t − α∆) and ψ ∈ H1/2,1/4(Σ) is well-defined and continuous. In

particular, it does not depend on the choice of the extension EΣ;,0 from H1/2,1/4(Σ) to H1,1/2
;,0 (Q).

Furthermore, for u ∈ C2(Q) there holds γint
1,Σu = n · ∇u|Σ.

For later reference, we introduce the surface curl of a function in H1/2,1/4(Σ). We define it
using a weak variational definition, inspired by the definitions of the purely spatial tangential
trace and surface curl in [19], see the definition of γT and ∇⊥Γ in Sections 16.2 and 16.10,
respectively.

Definition 2.7. The surface curl curlΣ ϕ ∈ H−1/2,−1/4(Σ) of a function ϕ ∈ H1/2,1/4(Σ) is
defined by

〈curlΣ ϕ,ψ〉Σ = 〈∇EΣϕ, curl(EΣψ)〉L2(Q) for all ψ ∈ H1/2,1/4(Σ), (7)

where EΣ is the continuous right inverse of γint
0,Σ from Corollary 2.4 and its application to a

vector valued function is understood componentwise.
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Proposition 2.8. The operator curlΣ : H1/2,1/4(Σ)→ H−1/2,−1/4(Σ) is well-defined and con-
tinuous. In particular, (7) is independent of the extension EΣ. If ϕ̃ ∈ C2(Q) and ϕ = ϕ̃|Σ, then
there holds

curlΣ ϕ = ∇ϕ̃× n. (8)

The proof of this proposition is again given in Section A.2 in the appendix.

2.2 Selected results from distribution theory
For the proof of the integration by parts formula in Theorem 4.1 we collect a few definitions and
results of distribution theory, which can be found in a standard textbook like [21] to which we
refer for the missing details.

By D′(A) we denote the distributions on an open set A ⊂ Rd, which are those linear function-
als on C∞c (A) which are sequentially continuous with the usual notion of convergence in C∞c (A),
see e.g. [13, page 65]. In the same manner we define E ′(A) as the set of all linear, sequentially
continuous functionals on C∞(A). We use the notation u[w] for the application of u in D′(A)
or E ′(A) to a function w in C∞c (A) or C∞(A), respectively.

Let L1
loc(A) be the set of all measurable functions u on A such that ‖u‖L1(K) < ∞ for all

compact subsets K of A. For each u ∈ L1
loc(A) we can define a distribution by setting

u[w] :=
∫
A
uw dx.

A distribution that can be represented by a function in L1
loc(A) in this way is called regular.

For a multi-index α ∈ Nd0 the derivative Dα of a distribution S ∈ D′(A) is defined by

DαS[w] = (−1)|α|S[Dαw]

for all w ∈ C∞c (A), where |α| :=
∑
j |αj |. The derivative DαS is itself a distribution.

The restriction S|B of a distribution S ∈ D′(A) to an open subset B of A is defined by
setting S|B[w] = S[w̃] for all w ∈ C∞c (B), where w̃ denotes the extension by zero of w to A.
There holds S|B ∈ D′(B). The support supp(S) of a distribution S ∈ D′(A) is defined as the
largest relatively closed subset F of A such that S|A\F = 0. In [21, Theorem 24.2] it is shown
that

E ′(A) = {S ∈ D′(A) : supp(S) is a compact subset of A}.

In the following we focus on distributions on the whole space Rd. We define the convolution
of a distribution S ∈ D′(Rd) and a test function u ∈ C∞c (Rd) by

S ∗ u : x 7→ Sy[u(x− ·y)],

where the index y added to S indicates that it acts with respect to this variable. It can
be shown that this is a function in C∞(Rd) or even in C∞c (Rd) if supp(S) is compact, see
e.g. [21, Theorem 27.3]. For S ∈ D′(Rd), R ∈ E ′(Rd) and u ∈ C∞c (Rd) we can also consider the
functions

Sy[u(·x + ·y)] : x 7→ Sy[u(x+ ·y)]
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and Ry[u(·x + ·y)], which are in C∞(Rd) and C∞c (Rd), respectively. This follows directly from
the alternative representation Sy[u(x+ ·y)] = (S ∗ ǔ)(−x), where ǔ(x) := u(−x). In particular,
we can define the convolution of S ∈ D′(Rd) and R ∈ E ′(Rd) as an element in D′(Rd) via

(S ∗R)[u] := Sx[Ry[u(·x + ·y)]] for all u ∈ C∞c (Rd) (9)

and similarly (R ∗ S) ∈ D′(Rd) by

(R ∗ S)[u] := Rx[Sy[u(·x + ·y)]] for all u ∈ C∞c (Rd).

Let us collect some properties of the convolution of distributions defined in this way.

Proposition 2.9 ([21, Theorem 27.4, Propositions 27.3 and 27.5]). Let S ∈ D′(Rd), R ∈ E ′(Rd)
and α ∈ Nd0. Then

S ∗R = R ∗ S,
Dα(S ∗R) = (DαS) ∗R = S ∗ (DαR),

δ0 ∗ S = S,

where δ0 is the delta distribution defined by δ0[w] = w(0) for all w ∈ C∞(Rd).

Two distributions playing an important role in this paper are the adjoint operators (γint
0,Σ)′

and (γint
1,Σ)′ of the trace operators. If we interpret the Dirichlet trace operator γint

0,Σ as a continuous
operator from C∞(R3 × R) to H1/2,1/4(Σ), its adjoint (γint

0,Σ)′ : H−1/2,−1/4(Σ) → E ′(R3 × R) is
given by

(γint
0,Σ)′(ϕ)[w] := 〈ϕ, γint

0,Σw〉Σ (10)

for ϕ ∈ H−1/2,−1/4(Σ) and w ∈ C∞(R3 × R). Similarly, we consider the Neumann trace opera-
tor γint

1,Σ as a continuous operator from C∞(R3 × R) to H−1/2,−1/4(Σ) by setting γint
1,Σu = n · ∇u

for u ∈ C∞(R3 ×R), and end up with its adjoint (γint
1,Σ)′ : H1/2,1/4(Σ)→ E ′(R3 ×R) defined by

(γint
1,Σ)′(ψ)[w] := 〈γint

1,Σw,ψ〉Σ (11)

for ψ ∈ H1/2,1/4(Σ) and w ∈ C∞(R3 × R).

3 The transient heat equation in space-time – selected results
In Section 2.1 we have introduced the initial-boundary value problem (1)–(3) for the transient
heat equation. Here we want to give some more details about its solution with a focus on
results which are relevant for our later considerations. The first theorem which we state is
a classical existence and uniqueness result, which can be found in a more general form in [1,
Theorem 6.2.8]. The second result known as the parabolic maximum principle is also standard,
see e.g. [7, Section 2.3.3, Theorem 4].

Theorem 3.1. Let g ∈ C(Σ) such that g(x, 0) = 0 for all x ∈ Γ . Then the Dirichlet initial
boundary value problem (1)–(3a) admits a unique classical solution u ∈ C(Q) ∩ C∞(Q).
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Proposition 3.2. Let u ∈ C(Q) ∩ C2(Q) satisfy (1). Then

max
(x,t)∈Q

u(x, t) = max
(x,t)∈(Σ∪(Ω×{0}))

u(x, t)

and the same holds if the maximum is replaced by the minimum on both sides.

Switching to the setting of the anisotropic Sobolev spaces introduced in Section 2.1 allows
us to consider more general Cauchy data and retain the unique solvability. A proof of the
following result can be found for example in [4], see Theorem 2.9 for the Dirichlet problem and
Corollary 3.17 for the Neumann problem.

Theorem 3.3. Let g ∈ H1/2,1/4(Σ) or h ∈ H−1/2,−1/4(Σ). Then the initial boundary value
problem (1)–(2) with Dirichlet boundary condition (3a) or Neumann boundary condition (3b)
admits a unique solution u ∈ H1,1/2

;0, (Q).

A possible strategy to determine the solution of the initial boundary value problem of the
heat equation is to consider related boundary integral equations. The solution u in Theorem 3.3
satisfies the representation formula [4, cf. Theorem 2.20]

u = −Wγint
0,Σu+ Ṽ (αγint

1,Σu), (12)

with the single layer potential Ṽ : H−1/2,−1/4(Σ)→ H
1,1/2
;0, (Q) defined by

Ṽ q = Gα ∗
(
(γint

0,Σ)′q
)

(13)

and the double layer potential W : H1/2,1/4(Σ)→ H
1,1/2
;0, (Q) given by

Wϕ = Gα ∗
(
(αγint

1,Σ)′ϕ
)
. (14)

Here, (γint
0,Σ)′ and (γint

1,Σ)′ are the adjoint trace operators defined in (10) and (11), respectively,
Gα is the fundamental solution of the heat equation

Gα(x, t) :=


1

(4παt)3/2 exp
(
− |x|

2

4αt

)
for t > 0,

0 otherwise,
(15)

and the convolution is understood as convolution of distributions defined in (9), where we identify
Gα with the regular distribution induced by it. For (x, t) ∈ (R3 × (0, T ))\Σ we have the usual
representations of the single and double layer potentials as

Ṽ q(x, t) =
∫ t

0

∫
Γ
Gα(x− y, t− τ)q(y, τ) dsy dτ,

Wϕ(x, t) =
∫ t

0

∫
Γ
α
∂Gα
∂ny

(x− y, t− τ)ϕ(y, τ) dsy dτ.

The latter integral is well-defined for all ϕ ∈ H1/2,1/4(Σ), while for general q ∈ H−1/2,−1/4(Σ)
the integral representation of Ṽ q has to be understood in the sense of the duality pairing 〈·, ·〉Σ .
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By applying the Dirichlet and Neumann trace operators to the potentials Ṽ and W we get
the usual boundary integral operators, i.e. the single layer operator V , double layer operator K,
adjoint time reversed double layer operator K ′T and hypersingular operator D defined by

V : H−1/2,−1/4(Σ)→ H1/2,1/4(Σ), V q := γint
0,ΣṼ q,

K : H1/2,1/4(Σ)→ H1/2,1/4(Σ), Kϕ := 1
2
(
γint

0,ΣWϕ+ γext
0,ΣWϕ

)
,

K ′T : H−1/2,−1/4(Σ)→ H−1/2,−1/4(Σ), K ′T q := 1
2
(
αγint

1,ΣṼ q + αγext
1,ΣṼ q

)
,

D : H1/2,1/4(Σ)→ H−1/2,−1/4(Σ), Dϕ := αγint
1,ΣWϕ,

see [4, Defintion 3.5]. In that paper the interested reader can also find a proper definition of the
exterior traces γext

0,Σ and γext
1,Σ , which is skipped here because these operators are not considered

anymore in the following. Regarding the notation and naming of K ′T we want to point out
that K ′T is not the adjoint of K, but the adjoint of the time reversed double layer operator
KT := ΘT ◦K, with ΘT f(x, t) := f(x, T − t).

The boundary integral operators can be used in the usual way to obtain solutions of the initial
boundary value problems (1)–(3), see e.g. [4,6]. Our focus in this paper lies on the hypersingular
operator D and in particular its application. Before dealing with that, we conclude this section
with Theorem 3.6, which is a generalization of the maximum principle in Proposition 3.2 and
will be required in the proof of Theorem 5.2. For Theorem 3.6 in turn, we have to state yet
another solvability result, namely Theorem 3.5.
Remark 3.4. In the following theorem non-tangential limits and the non-tangential maximal
function N(u) of a function u in Q will appear. We will use that

N(u)(x, t) := sup{|u(y, τ)| : (y, τ) ∈ γ(x, t)} ≤ sup{|u(y, τ)| : (y, τ) ∈ Q} (16)

for all (x, t) ∈ Σ, where γ(x, t) ⊂ Q is the so-called parabolic non-tangential approach region
of (x, t) ∈ Σ. The non-tangential limit of a function u in Q at (x, t) ∈ Σ is also defined with
respect to this region as

lim
γ(x,t)3(y,τ)→(x,t)

u(y, τ).

For the later discussion we do not need the concrete definition of γ(x, t), so we refer to [3,
Section 1] for it.

Theorem 3.5 ([3, Theorems 8.1 and 8.3]). The operator (−1/2 I+K) is an isometry from L2(Σ)
to L2(Σ). In particular, for any g ∈ L2(Σ) the function

u = W

((
−1

2I +K

)−1
g

)
(17)

is well-defined. Furthermore, it is the unique function satisfying the following properties:

(i) u ∈ C∞(Q) and (∂/∂t− α∆)u = 0,
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(ii) u ∈ C(Ω × [0, T )) and u(·, 0) = 0,

(iii) the non-tangential maximal function N(u) is in L2(Σ),

(iv) u = g on Σ in the sense of non-tangential limits almost everywhere.

Theorem 3.6 (Extended parabolic maximum principle). Let g ∈ L∞(Σ) and u be the solution
to the initial Dirichlet boundary value problem (1)–(3a) given by (17). Then there holds

sup{|u(x, t)| : (x, t) ∈ Q} ≤ ‖g‖L∞(Σ). (18)

Proof. The idea is to approximate the boundary datum g in L2(Σ) by a sequence {gn}n in C(Σ)
such that gn(x, 0) = 0 for all x ∈ Γ and ‖gn‖L∞(Σ) ≤ ‖g‖L∞(Σ), to construct solutions un of the
homogeneous heat equation by Theorems 3.1 and 3.5 such that un = gn on Σ, and to show (18)
by contradiction using Proposition 3.2 for un and a continuity argument.

We start with the construction of the sequence {gn}n. Due to the density of C(Σ) in L2(Σ)
we find a sequence {fn}n in C(Σ) such that fn → g in L2(Σ). Let us first define g̃n by

g̃n(x, t) :=
{
fn(x, t), if (x, t) is such that |fn(x, t)| ≤ ‖g‖L∞(Σ),

sign(fn(x, t))‖g‖L∞(Σ), otherwise.

It is easy to see that g̃n ∈ C(Σ) and ‖g̃n‖L∞(Σ) ≤ ‖g‖L∞(Σ) for all n ∈ N. In addition, g̃n → g
in L2(Σ), which follows from the estimate

|g̃n(x, t)− g(x, t)| ≤ |fn(x, t)− g(x, t)|

for all n ∈ N and almost all (x, t) ∈ Σ. Since g̃n(x, 0) = 0 might be violated for some x ∈ Γ
we set

gn(x, t) :=
{
n t g̃n(x, t), if 0 ≤ t ≤ 1

n ,

g̃n(x, t), otherwise.

By construction, there holds gn ∈ C(Σ), gn(·, 0) = 0 on Γ and ‖gn‖L∞(Σ) ≤ ‖g‖L∞(Σ) for
all n ∈ N. In addition, gn− g̃n → 0 in L2(Σ) which implies the convergence of gn to g in L2(Σ).
Therefore, {gn}n is a sequence in C(Σ) with the desired properties.

By Theorem 3.1, we can find for each n ∈ N a unique un ∈ C∞(Q) ∩C(Q) which solves the
heat equation (1) and (2) and satisfies un = gn on Σ. From the classical parabolic maximum
principle in Proposition 3.2 it follows that

sup{|un(x, t)| : (x, t) ∈ Q} ≤ ‖gn‖L∞(Σ) ≤ ‖g‖L∞(Σ). (19)

Together with (16) this yields N(un) ≤ ‖g‖L∞(Σ) on Σ and thus N(un) ∈ L2(Σ). Hence, un
satisfies all properties of Theorem 3.5 and we obtain the representation

un = W

((
−1

2I +K

)−1
gn

)
.

With this representation we can show that un → u locally in Q in L2. In fact, let Qε :=
{(x, t) ∈ Q : dist(x, Γ ) > ε}. Then the convergence of un to u in L2(Qε) follows immediately
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from gn → g in L2(Σ), since (−1
2I + K) is an isomorphism in L2(Σ) as stated in Theorem 3.5

and W : L2(Σ)→ L2(Qε) is continuous, which is easy to see.
Suppose now that (18) does not hold true. Then there exists a space-time point (x0, t0) ∈ Q

such that |u(x0, t0)| > ‖g‖L∞(Σ). Since u is continuous in Q due to Theorem 3.5 (ii), we can
find some ε > 0, δ > 0 and an open set A ⊂ Qε with measure |A| > 0 such that (x0, t0) ∈ A
and |u(x, t)| > ‖g‖L∞(Σ) + δ for all (x, t) ∈ A. Together with (19) it follows that∫∫

Qε
|un(x, t)− u(x, t)|2 dxdt ≥

∫∫
A
|un(x, t)− u(x, t)|2 dxdt > δ2|A|

for all n ∈ N, which is a contradiction to un → u in L2(Qε). Therefore, (18) is satisfied.

4 An integration by parts formula for the evaluation of 〈D·, ·〉
The hypersingular boundary integral operator D : H1/2,1/4 → H−1/2,−1/4(Σ) was introduced in
Section 3 as −αγint

1,ΣW , so formally it is given by

Dq(x, t) = −α ∂

∂nx

∫ t

0

∫
Γ
α
∂Gα
∂ny

(x− y, t− τ)q(y, τ) dsy dτ.

A major difficulty when dealing with this operator is to find an explicit representation for its
evaluation. Since the kernel ((x, t), (y, τ)) 7→ ∂/∂nx∂/∂nyGα(x− y, t− τ) is not integrable in
a vicinity of the diagonal (x, t) = (y, τ) one cannot simply exchange the order of differentiation
and integration in the above formula. Often however, one does not consider the operator D
itself but the associated bilinear form 〈D·, ·〉Σ on H1/2,1/4(Σ) × H1/2,1/4(Σ). For this bilinear
form an alternative representation via integration by parts is available, which eventually allows
for an evaluation by means of weakly singular integrals. A general form of this representation
formula is provided in the following theorem. Its proof is one of the main results in this paper.

Theorem 4.1. Let Γ be the boundary of a bounded Lipschitz domain and Σ = Γ × (0, T ).
For ϕ,ψ ∈ H1/2,1/4(Σ) there holds the integration by parts formula

〈Dϕ,ψ〉Σ = α2〈curlΣ ψ, V (curlΣ ϕ)〉Σ + α b(ϕ,ψ). (20)

Here, the single layer boundary integral operator V is applied componentwise to curlΣ ϕ and the
bilinear form b(·, ·) : H1/2,1/4(Σ)×H1/2,1/4(Σ)→ R is defined by

b(ϕ,ψ) :=
(
∂

∂t
(γint

0,Σ)′
(
V (ϕn) · n

))
[ψ̃] := −

〈
V (ϕn), ∂

∂t
ψn

〉
Σ
, (21)

for ϕ ∈ H1/2,1/4(Σ), ψ ∈ γint
0,Σ(C∞c (R3 × (0, T ))) and ψ̃ ∈ C∞c (R3 × (0, T )) such that ψ = ψ̃|Σ,

and as its continuous extension for general ψ ∈ H1/2,1/4(Σ).

We will give a rigorous proof of this theorem in Section 4.1. A corresponding result for
the 2D case has been given in [4, Theorem 6.1], including an outline of the proof. In that paper
the bilinear form b is represented by b(ϕ,ψ) = 〈∂/∂t V (ϕn), ψn〉Σ and it is stated in the proof
that it has to be interpreted in the sense of a continuous extension. For the 3D case a similar
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statement can be found in [5, Section 4.7] and [14, Section 3.1.3], but no proof is given. In
addition, the latter authors formulate the result in a less rigorous way and do not clarify how
the second term on the right-hand side of (20), which they represent as

− α
∫ T

0

∫
Γ
ψ(x, t)n(x) ·

∫ t

0

∫
Γ

∂Gα
∂τ

(x− y, t− τ)ϕ(y, τ)n(y) dsy dτ dsx dt, (22)

has to be understood for general ϕ and ψ. In Proposition 5.1 we will show that the kernel of this
bilinear form, i.e. the function ((x, t), (y, τ)) 7→ ∂/∂τ Gα(x−y, t− τ) is not Lebesgue integrable
on Σ ×Σ. This makes it even more difficult to give a suitable meaning to representation (22).

Since we define the bilinear form b as continuous extension of (21) it is a priori not clear,
how to evaluate it for nonsmooth ψ. The reason is that neither V (ϕn) nor ψ does admit a
weak derivative with respect to time in general, which is why the second term in (21) has to
be understood in the stated distributional sense for smooth ψ as above. In Theorem 5.2 we
present an alternative representation of b valid for certain classes of functions, which overcomes
this deficiency.

4.1 A proof of the general integration by parts formula
The proof of Theorem 4.1 is split into three main steps, to each of which we dedicate a separate
paragraph. In the first paragraph we derive an alternative representation of α∇Wϕ. The steps
in the second and third paragraph are based on the ideas given in [4, Proof of Theorem 6.1]. We
show an integration by parts formula on an auxiliary boundary inside of the space-time domainQ
in the second paragraph, using the representation of α∇Wϕ from the first one. In the third
paragraph we construct a sequence of auxiliary boundaries Σm inside of Q which approximate Σ
and show that the integration by parts formula on Σ is obtained from the formulas on Σm in
the limit as m tends to infinity. The actual proof of Theorem 4.1 is given at the end of the third
paragraph.

An alternative representation of the gradient of the double layer potential

The double layer potentialWϕ of a function ϕ ∈ H1/2,1/4(Σ) is given by (14), i.e. the convolution
of the fundamental solution Gα in (15) with the distribution (αγint

1,Σ)′ϕ. We use this definition
to derive an alternative representation of its distributional gradient. This approach is motivated
by the proof of the integration by parts formula for elliptic operators in [18, Section 3.3.4].

Proposition 4.2. Let ϕ ∈ H1/2,1/4(Σ) and u = Wϕ be defined by (14). Then there holds

α∇u = −Gα ∗
(
α curl curl(γint

0,Σ)′(αϕn) + ∂

∂t
(γint

0,Σ)′(αϕn)
)

+ (γint
0,Σ)′(αϕn) (23)

in the distributional sense on R3 × R, where the convolution is understood componentwise. In
particular, inside of Q there holds

α∇u = −
(
α curl curl(γint

0,Σ)′(αϕn)
)
∗Gα −

(
∂

∂t
(γint

0,Σ)′(αϕn)
)
∗Gα (24)

in the classical sense, and the terms on the right-hand side can be understood as functions
in C∞(Q).
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Proof. The double layer potential u = Wϕ is defined in (14) as the convolution of two distri-
butions and therefore it is itself a distribution on R3 × R. We want to take the distributional
gradient of it. For this purpose, let v ∈ C∞c (R3 × R). Then there holds

α∇u [v] = −αu[div v] = −α
(
Gα ∗ ((αγint

1,Σ)′ϕ)
)
[div v]

= −α(Gα)(x,t)
[
((αγint

1,Σ)′ϕ)(y,τ)[div v(·x + ·y, ·t + ·τ )]
]
,

(25)

where we used the definition of the convolution of distributions in (9). With the definition
of (γint

1,Σ)′ in (11) and (γint
0,Σ)′ in (10) it follows that

((αγint
1,Σ)′ϕ)(y,τ)[div v(x+ ·y, t+ ·τ )]

= 〈(αγint
1,Σ)y,τ (div v(x+ ·y, t+ ·τ )), ϕ〉Σ

=
∫ T

0

∫
Γ
ϕ(y, τ)αn(y) · ∇ div v(x+ y, t+ τ) dsy dτ

= ((γint
0,Σ)′(αϕn))(y,τ)[∇ div v(x+ ·y, t+ ·τ )]

for each (x, t) ∈ R3×R. By inserting this into (25) and using ∇ div v = curl curlv + ∆v, where
∆ is applied componentwise to v, we get

α∇u [v] = −α(Gα)(x,t)
[
((γint

0,Σ)′(αϕn))(y,τ)[(curl curl +∆)v(·x + ·y, ·t + ·τ )]
]

= −α
(
Gα ∗ ((γint

0,Σ)′(αϕn))
)
[curl curlv + ∆v]

= −α curl curl
(
Gα ∗ ((γint

0,Σ)′(αϕn))
)
[v]− α∆

(
Gα ∗ ((γint

0,Σ)′(αϕn))
)
[v].

Here and in the following the convolution ofGα and a vector valued distribution like (γint
0,Σ)′(αϕn)

is understood componentwise. By differentiation rules for convolutions of distributions, which
follow from the one stated in Proposition 2.9, it follows

−α curl curl
(
Gα ∗ ((γint

0,Σ)′(αϕn))
)
[v] = −

(
Gα ∗

(
α curl curl(γint

0,Σ)′(αϕn)
))

[v],

−α∆
(
Gα ∗ ((γint

0,Σ)′(αϕn))
)
[v] =

(
(−α∆Gα) ∗ ((γint

0,Σ)′(αϕn))
)
[v].

Since Gα is a fundamental solution of the heat equation (1) there holds ∂/∂tGα − α∆Gα = δ0,
where δ0 denotes the delta distribution concentrated at 0. As a consequence we can rewrite the
second equation as(

(−α∆Gα) ∗ ((γint
0,Σ)′(αϕn))

)
[v] =

((
− ∂

∂t
Gα + δ0

)
∗ ((γint

0,Σ)′(αϕn))
)

[v]

= −
(
Gα ∗

(
∂

∂t
(γint

0,Σ)′(αϕn)
))

[v] + (γint
0,Σ)′(αϕn)[v].

Collecting all results we see that

α∇u [v] = −
(
Gα ∗

(
α curl curl(γint

0,Σ)′(αϕn) + ∂

∂t
(γint

0,Σ)′(αϕn)
))

[v] + (γint
0,Σ)′(αϕn)[v].
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Since v ∈ C∞c (R3 × R) was arbitrary, we conclude that (23) holds.
Let us now interpret both sides of (23) as elements in D′(Q) by restricting the test functions

to C∞c (Q). Since the support of (γint
0,Σ)′(αϕn) is a subset of Σ there holds

α∇u [v] = −
(
Gα ∗

(
α curl curl(γint

0,Σ)′(αϕn) + ∂

∂t
(γint

0,Σ)′(αϕn)
))

[v]

for all v ∈ C∞c (Q). The left-hand side can be interpreted as a regular distribution on Q induced
by α∇u ∈ L2(Q), because u ∈ H1,1/2

;0, (Q). The first term on the right-hand side can be rewritten
as

Gα ∗
(
α curl curl(γint

0,Σ)′(αϕn)
)

=
(
α curl curl(γint

0,Σ)′(αϕn)
)
∗Gα.

Since Gα ∈ C∞((R3 × R)\{0}) and the distribution curl curl(γint
0,Σ)′(αϕn) has support in Σ,

one can show that (curl curl(γint
0,Σ)′(αϕn)) ∗ Gα is a regular distribution on Q and can be

interpreted as a function in C∞(Q). The same arguments apply to

Gα ∗
(
∂

∂t
(γint

0,Σ)′(αϕn)
)

=
(
∂

∂t
(γint

0,Σ)′(αϕn)
)
∗Gα.

For later reference we define g1, g2 ∈ C∞(Q) in agreement with Proposition 4.2 by

g1 := −
(
α curl curl(γint

0,Σ)′(αϕn)
)
∗Gα, (26)

g2 := −
(
∂

∂t
(γint

0,Σ)′(αϕn)
)
∗Gα. (27)

Equation (24) can then be written in the short form

α∇u = g1 + g2 in Q. (28)

An integration by parts formula inside the space-time domain Q

The next major step in the proof of Theorem 4.1 is to show a result equivalent to the integration
by parts formula (20) on an auxiliary boundary Σm inside of Q. This is formulated in Proposi-
tion 4.3. The approach is motivated by the smoothness of u = Wϕ or rather α∇u inside of Q,
which permits us to represent normal derivatives of u on Σm in a classical way. Furthermore it
allows us to interpret derivatives appearing in duality products 〈·, ·〉Σm in a distributional sense
and thus to integrate by parts.

Proposition 4.3. Let Ωm be a Lipschitz domain satisfying Ωm ⊂ Ω with outward normal vec-
tor nm and boundary Γm := ∂Ωm. Let Qm := Ωm × (0, T ) and Σm := Γm × (0, T ). Let
ϕ ∈ H1/2,1/4(Σ), u = Wϕ and ψm ∈ H1/2,1/4(Σm). Then

−α 〈γint
1,Σmu, ψm〉Σm = α2〈curlΣm ψm, γint

0,Σm Ṽ (curlΣ ϕ)〉Σm

+ α

〈
nm · γint

0,Σm

(
∂

∂t
Ṽ (ϕn)

)
, ψm

〉
Σm

.
(29)
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Before proving Proposition 4.3 we consider two lemmata. Keeping in mind the decompo-
sition (28), we focus first on g1 in (26). In Lemma 4.5 we show that it is related to the first
term on the right-hand side of (29). For this purpose we have to draw a connection between
curl(γint

0,Σ)′(ϕn) and the surface curl of ϕ defined in (7). This is done in Lemma 4.4 whose proof
is given in Section A.2. A similar result for purely spatial curls is proven in [18, cf. Lemma 3.3.21].

Lemma 4.4. Let ϕ ∈ H1/2,1/4(Σ). Then

curl(γint
0,Σ)′(ϕn) = (γint

0,Σ)′(curlΣ ϕ) (30)

in D′(R3 × R).

Lemma 4.5. Let Σm be given as in Proposition 4.3. Let ϕ ∈ H1/2,1/4(Σ), ψm ∈ H1/2,1/4(Σm)
and g1 be defined by (26). Then

− 〈nm · γint
0,Σmg1, ψm〉Σm = α2〈curlΣm ψm, γint

0,Σm Ṽ (curlΣ ϕ)〉Σm . (31)

Proof. Since g1 ∈ C∞(Q) we can interpret

−〈nm · γint
0,Σmg1, ψm〉Σm = −

∫ T

0

∫
Γm

ψm(x, t)nm(x) · g1(x, t) dsx dt = −(γint
0,Σm)′(ψmnm)[g1],

with (γint
0,Σm)′(ψmnm) ∈ E ′(Q). By (26) we have

g1 = −
(
α curl curl(γint

0,Σ)′(αϕn)
)
∗Gα = −α2 curl

((
curl(γint

0,Σ)′(ϕn)
)
∗Gα

)
and we see that

−(γint
0,Σm)′(ψmnm)[g1] = α2(γint

0,Σm)′(ψmnm)
[
curl

((
curl(γint

0,Σ)′(ϕn)
)
∗Gα

)]
= α2 curl(γint

0,Σm)′(ψmnm)
[(

curl(γint
0,Σ)′(ϕn)

)
∗Gα

]
,

i.e. we can integrate by parts in a distributional sense in the duality pairing of E ′(Q) and C∞(Q).
The identity (30), which obviously still holds if Σ is replaced by Σm, combined with the previous
equations yields

−〈nm · γint
0,Σmg1, ψm〉Σm = α2(γint

0,Σm)′(curlΣm ψm)
[(

(γint
0,Σ)′(curlΣ ϕ)

)
∗Gα

]
= α2(γint

0,Σm)′(curlΣm ψm)
[
Ṽ (curlΣ ϕ)

]
= α2〈curlΣm ψm, γint

0,Σm Ṽ (curlΣ ϕ)〉Σm ,

where we used the definition of Ṽ in (13) in the second line and understand its application here
in a componentwise way.

Proof of Proposition 4.3. We have seen in (28) that the scaled gradient α∇u can be written as
the sum of the functions g1, g2 ∈ C∞(Q) given in (26) and (27). As a consequence, the scaled
Neumann trace αγint

1,Σmu on the boundary Σm inside of Q is simply given by

αγint
1,Σmu = αnm · γint

0,Σm(∇u) = nm · γint
0,Σmg1 + nm · γint

0,Σmg2
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and hence

−α 〈γint
1,Σmu, ψm〉Σm = −〈nm · γint

0,Σmg1, ψm〉Σm − 〈nm · γint
0,Σmg2, ψm〉Σm

for all ψm ∈ H1/2,1/4(Σm). By Equation (31) the first term on the right-hand side of this
equation coincides with the first term on the right-hand side of (29). Since

g2 = −
(
∂

∂t
(γint

0,Σ)′(αϕn)
)
∗Gα = −α ∂

∂t

(
((γint

0,Σ)′(ϕn)) ∗Gα
)

= −α ∂
∂t
Ṽ (ϕn),

where Ṽ from (13) is applied componentwise again, the equality of the other terms follows
immediately.

The integration by parts formula (20) as limit case of (29)

Proposition 4.3 provides us with an integration by parts formula (29) on artificial boundaries Σm
inside of Q. The final step in the proof of Theorem 4.1 is to deduce the actual integration by
parts formula (20) therefrom. For this purpose, we consider a sequence {Ωm}m of smooth
domains approximating Ω as established by Theorem A.3 and denote Qm := Ωm × (0, T ) and
Σm := Γm×(0, T ) as before. We will refer to {Σm}m in the following as a smooth approximating
sequence of Σ. Let ϕ,ψ ∈ H1/2,1/4(Σ) and define ψm ∈ H1/2,1/4(Σm) to be the restriction of
the extension EΣ;,0ψ ∈ H1,1/2

;,0 (Q) of ψ to Σm, i.e.

ψm := γint
0,Σm(EΣ;,0ψ). (32)

Then, the left-hand side and the first term on the right-hand side of (29) converge to the
respective terms of (20) in the limit as m tends to infinity. This is the content of the next two
lemmata. For the convergence of the remaining term, which is handled in Lemma 4.8, additional
assumptions on ψ are required.

Lemma 4.6. Let {Σm}m be a smooth approximating sequence of Σ as introduced at the beginning
of the paragraph. Let ϕ,ψ ∈ H1/2,1/4(Σ), u = Wϕ, and ψm be defined by (32). Then

lim
m→∞

−α 〈γint
1,Σmu, ψm〉Σm = 〈Dϕ,ψ〉Σ . (33)

Proof. By the definition of γint
1,Σ via Green’s first identity in (6) there holds

〈Dϕ,ψ〉Σ = −α〈γint
1,Σu, ψ〉Σ = −α

(∫ T

0

∫
Ω
∇u · ∇(EΣ;,0ψ) dx dt+ d(u,EΣ;,0ψ)

)
,

where we use that (∂/∂t − α∆)u = 0, since u = Wϕ. The Neumann trace on Σm is defined
analogously and thus

−α 〈γint
1,Σmu, ψm〉Σm = −α

(∫ T

0

∫
Ωm
∇u · ∇(EΣ;,0ψ) dx dt+ dQm(u,EΣ;,0ψ)

)
,

where we use that (EΣ;,0ψ)|Qm is an extension of ψm into H1,1/2
;,0 (Qm) and the bilinear form

dQm : H1,1/2
;0, (Qm) × H1,1/2

;,0 (Qm) → R is defined in the same way as the bilinear form d in (5)
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replacing only Ω by Ωm. Note that we identify here and in the following u and EΣ;,0ψ with the
restrictions u|Qm and (EΣ;,0ψ)|Qm , respectively, when operating on Qm to simplify the notation.
By subtracting the second equation from the first it follows that∣∣∣〈Dϕ,ψ〉Σ + α 〈γint

1,Σmu, ψm〉Σm
∣∣∣

≤ α
∣∣∣∣∣
∫ T

0

∫
Ω\Ωm

∇u · ∇(EΣ;,0ψ) dxdt
∣∣∣∣∣+ α |d(u,EΣ;,0ψ)− dQm(u,EΣ;,0ψ)| .

(34)

The first term on the right-hand side converges to 0 as m → ∞, since u, EΣ;,0ψ ∈ H1,1/2(Q)
implies ∇u, ∇EΣ;,0ψ ∈ L2(Q) and |Ω\Ωm| → 0.

It is slightly more difficult to see that the second term in (34) converges to zero. The
problem is that d and dQm are defined only as continuous extensions of (5) for general functions
in H1,1/2

;0, (Q) and H1,1/2
;,0 (Q). Therefore, let {un}n be a sequence of functions in C∞c (Ω × (0, T ])

converging to u inH1,1/2
;0, (Q) and {vn}n be a sequence in C∞c (Ω×[0, T )) converging to v := EΣ;,0ψ

in H1,1/2
;,0 (Q). The restrictions un|Qm ∈ C∞c (Ωm× (0, T ]) and vn|Ωm ∈ C∞c (Ωm× [0, T )) of these

functions converge to u|Qm in H1,1/2
;0, (Qm) and v|Qm in H1,1/2

;,0 (Qm), respectively. In particular,
it follows that

lim
n→∞

d(un, vn) = d(u, v), lim
n→∞

dQm(un, vn) = dQm(u, v),

by the continuity of dQ and dQm stated in Proposition 2.5. This motivates us to estimate

|d(u, v)− dQm(u, v)| ≤ |d(u, v)− d(un, vn)|+ |d(un, vn)− dQm(un, vn)|
+ |dQm(un, vn)− dQm(u, v)|

(35)

and to show that the right-hand side can be bounded by an arbitrarily small ε for a suitably
chosen n and sufficiently large m.

Let ε > 0 be fixed. The last summand in (35) can be estimated by

|dQm(un, vn)− dQm(u, v)| ≤ |dQm(un, vn)− dQm(u, vn)|+ |dQm(u, vn)− dQm(u, v)|
≤ cd‖u− un‖H1,1/2

;0, (Qm)‖vn‖H1,1/2
;,0 (Qm) + cd‖u‖H1,1/2

;0, (Qm)‖v − vn‖H1,1/2
;,0 (Qm)

≤ cd

(
sup
n∈N

{
‖vn‖H1,1/2

;,0 (Q)

}
+ ‖u‖

H
1,1/2
;0, (Q)

)(
‖u− un‖H1,1/2

;0, (Q) + ‖v − vn‖H1,1/2
;,0 (Q)

)
.

Here we used that the Sobolev norms of functions restricted to Qm can be estimated by the
respective norms on Q and that the bilinear forms dQm can be bounded by a constant cd
independent of the domains Ωm, as stated in Proposition 2.5. Due to the convergence of un to u
and vn to v there exists an n(ε) independent of m such that for all n > n(ε)

max
{
‖u− un‖H1,1/2

;0, (Q), ‖v − vn‖H1,1/2
;,0 (Q)

}
<

ε

6cd

(
sup
n∈N

{
‖vn‖H1,1/2

;,0 (Q)

}
+ ‖u‖

H
1,1/2
;0, (Q)

)−1

.

For all such n we conclude that

|dQm(un, vn)− dQm(u, v)| < ε

3 .
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By repeating the same arguments for the first term in (35) it follows that

|d(u, v)− d(un, vn)| < ε

3
for all n > n(ε), where n(ε) can be chosen to be the same for both terms.

The second summand in (35) is given by

|d(un, vn)− dQm(un, vn)| =
∣∣∣∣∣
∫ T

0

∫
Ω

∂un
∂t

(x, t)vn(x, t) dx dt−
∫ T

0

∫
Ωm

∂un
∂t

(x, t)vn(x, t) dx dt
∣∣∣∣∣

=
∣∣∣∣∣
∫ T

0

∫
Ω\Ωm

∂un
∂t

(x, t)vn(x, t) dx dt
∣∣∣∣∣ .

Note that we can use the explicit representation (5) of d and dQm since un and vn are smooth.
The convergence of |Ω\Ωm| to zero as m tends to infinity allows us to find an m(ε, n) such that

|d(un, vn)− dQm(un, vn)| < ε

3
for all m > m(ε, n). Hence, for a fixed n > n(ε) and all m > m(ε, n) we can bound the right-
hand side of (35) by ε. Therefore, both terms on the right-hand side of (34) converge to zero
as m→∞.

Lemma 4.7. Let {Σm}m be a smooth approximating sequence of Σ as introduced at the beginning
of the paragraph. Let ϕ,ψ ∈ H1/2,1/4(Σ) and ψm be defined by (32). Then

lim
m→∞

〈curlΣm ψm, γint
0,Σm Ṽ (curlΣ ϕ)〉Σm = 〈curlΣ ψ, V (curlΣ ϕ)〉Σ . (36)

Proof. By the definition of the surface curl in (7) there holds

〈curlΣ ψ, V (curlΣ ϕ)〉Σ = 〈∇EΣ;,0ψ, curl(Ṽ (curlΣ ϕ))〉L2(Q)

=
∫ T

0

∫
Ω

(∇EΣ;,0ψ)(x, t) · curl(Ṽ (curlΣ ϕ))(x, t) dxdt,

where we used that Ṽ (curlΣ ϕ) is an extension of V (curlΣ ϕ) and that the definition in (7) is
independent of the extensions of the the function ψ and the test function, see Proposition 2.8.
Similarly it follows that

〈curlΣm ψm, γint
0,Σm Ṽ (curlΣ ϕ)〉Σm =

∫ T

0

∫
Ωm

(∇EΣ;,0ψ)(x, t) · curl(Ṽ (curlΣ ϕ))(x, t) dxdt,

by using in addition, that (EΣ;,0ψ)|Qm is an extension of ψm due to its definition in (32).
Therefore∣∣∣〈curlΣ ψ, V (curlΣ ϕ)〉Σ − 〈curlΣm ψm, γint

0,Σm Ṽ (curlΣ ϕ)〉Σm
∣∣∣

=
∣∣∣∣∣
∫ T

0

∫
Ω\Ωm

(∇EΣ;,0ψ)(x, t) · curl(Ṽ (curlΣ ϕ))(x, t) dxdt
∣∣∣∣∣ .

Note that (∇EΣ;,0ψ) ∈ L2(Q) and so is curl(Ṽ (curlΣ ϕ)), due to Ṽ (curlΣ ϕ) ∈ H1,1/2
;0, (Q).

Hence, the right-hand side in the last equation converges to zero asm→∞ because |Ω\Ωm| → 0.
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To show a similar convergence result for the second term of the right-hand side in (29) we
need to require the test function ψ to be more regular. The following result holds.

Lemma 4.8. Let ϕ ∈ H1/2,1/4(Σ), ψ ∈ γint
0,Σ(C∞c (Ω × (0, T ))) and ψ̃ ∈ C∞c (R3 × (0, T )) be

such that ψ = ψ̃|Σ. Let {Σm}m be a smooth approximating sequence of Σ as introduced at the
beginning of the paragraph and ψm := ψ̃|Σm. Then

lim
m→∞

〈
nm · γint

0,Σm

(
∂

∂t
Ṽ (ϕn)

)
, ψm

〉
Σm

= b(ϕ,ψ) (37)

with b defined in (21).

Proof. We start by showing the identity〈
nm · γint

0,Σm

(
∂

∂t
Ṽ (ϕn)

)
, ψm

〉
Σm

= ∂

∂t
(γint

0,Σm)′
(
γint

0,Σm(Ṽ (ϕn)) · nm
)

[ψ̃], (38)

where the right-hand side is understood as application of a distribution in D′(R3 × (0, T )) to
ψ̃ ∈ C∞c (R3 × (0, T )). For the duality product on the left-hand side there holds〈

nm · γint
0,Σm

(
∂

∂t
Ṽ (ϕn)

)
, ψm

〉
Σm

=
∫ T

0

∫
Γm

∂

∂t
(Ṽ (ϕn))(x, t) · nm(x)ψ̃(x, t) dsx dt

= −
∫ T

0

∫
Γm

Ṽ (ϕn)(x, t) · nm(x)∂ψ̃
∂t

(x, t) dsx dt,

where we used classical integration by parts in the second step, which is possible because
Ṽ (ϕn) ∈ C∞(Q), ψ̃ ∈ C∞c (R3 × (0, T )) and Σm ⊂ Q. The right-hand side of this equation
can be interpreted as a duality product on D′(R3 × (0, T ))× C∞c (R3 × (0, T )) by

−(γint
0,Σm)′

(
γint

0,Σm(Ṽ (ϕn)) · nm
) [∂ψ̃

∂t

]
= ∂

∂t
(γint

0,Σm)′
(
γint

0,Σm(Ṽ (ϕn)) · nm
)

[ψ̃],

where the last equality is just the definition of the distributional time derivative. Therefore,
(38) holds true.

Due to (38) the convergence in (37) follows if we can show that

∂

∂t
(γint

0,Σm)′
(
γint

0,Σm(Ṽ (ϕn)) · nm
)
→ ∂

∂t
(γint

0,Σ)′
(
V (ϕn) · n

)
in D′(R3 × (0, T )). (39)

For this purpose, let w ∈ C∞c (R3 × (0, T )). Then∣∣∣∣ ∂∂t(γint
0,Σ)′

(
V (ϕn) · n

)
[w]− ∂

∂t
(γint

0,Σm)′
(
γint

0,Σm(Ṽ (ϕn)) · nm
)
[w]
∣∣∣∣

=
∣∣∣∣ ∫ T

0

∫
Γ
V (ϕn)(x, t) · n(x)∂w

∂t
(x, t) dsx dt−

∫ T

0

∫
Γm

Ṽ (ϕn)(x, t) · nm(x)∂w
∂t

(x, t) dsx dt
∣∣∣∣
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Since the product of ∂w/∂t and Ṽ (ϕn) is in L2(0, T ; H1(Ω)) we can apply the divergence
theorem to both surface integrals in the previous line and get∣∣∣∣ ∫ T

0

∫
Ω

(
div(Ṽ (ϕn))(x, t)∂w

∂t
(x, t) + Ṽ (ϕn)(x, t) · ∇

(
∂w

∂t

)
(x, t)

)
dxdt

−
∫ T

0

∫
Ωm

(
div(Ṽ (ϕn))(x, t)∂w

∂t
(x, t) + Ṽ (ϕn)(x, t) · ∇

(
∂w

∂t

)
(x, t)

)
dxdt

∣∣∣∣
≤
∣∣∣∣ ∫ T

0

∫
Ω\Ωm

div(Ṽ (ϕn))(x, t)∂w
∂t

(x, t) dx dt
∣∣∣∣+ ∣∣∣∣ ∫ T

0

∫
Ω\Ωm

Ṽ (ϕn)(x, t) · ∇
(
∂w

∂t

)
(x, t) dx dt

∣∣∣∣
≤ ‖div(Ṽ (ϕn))‖L2(Q\Qm)

∥∥∥∥∂w∂t
∥∥∥∥
L2(Q\Qm)

+ ‖Ṽ (ϕn)‖L2(Q\Qm)

∥∥∥∥∇(∂w∂t
)∥∥∥∥

L2(Q\Qm)
.

The norms in the last line are bounded for allm and converge to 0 asm→∞, since |Q\Qm| → 0.
Therefore, we have established the convergence in (39) and thus in (37).

Finally, we are ready to give a proof of Theorem 4.1 by collecting all the results.

Proof of Theorem 4.1. Let {Σm}m be a smooth approximating sequence of Σ as introduced
at the beginning of the paragraph. As in Lemma 4.8 we assume first that the test function
ψ ∈ γint

0,Σ(C∞c (Ω× (0, T ))), i.e. ψ = ψ̃|Σ for some ψ̃ ∈ C∞c (R3× (0, T )), and denote ψm := ψ̃|Σm .
On each boundary Σm the integration by parts formula (29) derived in Proposition 4.3 is valid
for ϕ and ψm. By applying Lemmata 4.6–4.8 the limit of (29) as m→∞ is given by

〈Dϕ,ψ〉Σ = α2〈curlΣ ψ, V (curlΣ ϕ)〉Σ + α b(ϕ,ψ),

which is the desired integration by parts formula (20) on Σ.
It remains to show that (20) holds also for general ψ ∈ H1/2,1/4(Σ) in the appropriate sense.

By reordering the terms in the integration by parts formula we get

α b(ϕ,ψ) = 〈Dϕ,ψ〉Σ − α2〈curlΣ ψ, V (curlΣ ϕ)〉Σ

for ψ ∈ γint
0,Σ(C∞c (Ω × (0, T ))). Since the three operators D : H1/2,1/4(Σ) → H−1/2,−1/4(Σ),

curlΣ : H1/2,1/4(Σ)→ H−1/2,−1/4(Σ) and V : H−1/2,−1/4(Σ) → H1/2,1/4(Σ) are continuous,
the right-hand side of that equation interpreted as a bilinear form on H1/2,1/4(Σ)×H1/2,1/4(Σ)
is continuous too. Hence, also the left-hand side, i.e. the bilinear form

b(·, ·) : H1/2,1/4(Σ)× γint
0,Σ(C∞c (Ω × (0, T )))→ R

(ϕ,ψ) 7→ b(ϕ,ψ) =
〈
V (ϕn), ∂

∂t
ψn

〉
Σ

is continuous with respect to the norm in H1/2,1/4(Σ) × H1/2,1/4(Σ) and it admits a unique,
continuous extension to this space due to the density of γint

0,Σ(C∞c (Ω × (0, T ))) in H1/2,1/4(Σ).
In particular, (20) holds for general ϕ,ψ ∈ H1/2,1/4(Σ) by continuity, if we identify b with its
continuous extension.
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5 The bilinear form b(·, ·)
In this section we focus on special situations in which we can express the bilinear form b(·, ·) on
the right-hand side of the general integration by parts formula (20) in terms of weakly singular
integrals.

To start off, we consider representation (22) and show that the corresponding integral kernel
∂Gα/∂τ is not Lebesgue integrable on Σ ×Σ.

Proposition 5.1. The function ((x, t), (y, τ)) 7→ ∂Gα/∂τ(x−y, t−τ) is not Lebesgue integrable
on Σ ×Σ.

The proposition can be shown by a direct computation for arbitrary Lipschitz domains. For
smooth boundaries Γ a simpler proof is available, which we present in the following.

Proof. Let Γ be smooth. For ε > 0 we consider the integral

Iε :=
∫ T

0

∫
Γ

∫ (t−ε)+

0

∫
Γ

∂Gα
∂τ

(x− y, t− τ) dsy dτ dsx dt, (40)

where (t− ε)+ := max(t− ε, 0). It suffices to show that Iε diverges as ε → 0. Since the kernel
((x, t), (y, τ)) 7→ ∂Gα/∂τ(x−y, t− τ) is smooth on the integration domain in (40) for all ε > 0,
we can first integrate with respect to the time variables and get∫ T

0

∫ (t−ε)+

0

∂Gα
∂τ

(x− y, t− τ) dτ dt =
∫ T

ε
(Gα(x− y, ε)−Gα(x− y, t)) dt

= T − ε
(4παε)3/2 exp

(
− |x− y|

2

4αε

)
+ 1

4πα|x− y| erf
( |x− y|

2
√
αT

)
− 1

4πα|x− y| erf
( |x− y|

2
√
αε

)
.

The integrals of the last two terms over Γ × Γ are uniformly bounded for arbitrary ε > 0 since
the integrands are products of an error function, which is bounded on R, and a scaled Laplace
kernel, which is integrable on Γ × Γ .

For the first term one can show that [20, cf. Theorem 2.1 for smooth Γ ]∫
Γ

T − ε
(4παε)3/2 exp

(
− |x− y|

2

4αε

)
dsy = T − ε√

4παε
(1 + ε ṽα(x, ε)) (41)

where (x, t) 7→ ṽα(x, t) is bounded on Γ × [0, T ]. The integral of (41) with respect to x over Γ
is O(ε−1/2). Hence, Iε = O(ε−1/2) and thus it diverges as ε→ 0.

Proposition 5.1 indicates that (22) is not an appropriate representation of the bilinear form b.
Nonetheless, it was used in applications where it yielded satisfactory results, see e.g. [14, Exam-
ple 3.2]. Let us further comment on this.

The standard way to discretize the bilinear forms induced by boundary integral operators of
the heat equation is to use a tensor product approach. To start off, the space-time boundary Σ
is approximated by a tensor product decomposition Σh = INt × Γh, where INt := {τk}Ntk=1 is a
decomposition of the time interval (0, T ) into Nt pairwise disjoint, possibly non-uniform, open
intervals τk = (tk−1, tk) and Γh is an admissible triangular mesh approximating the spatial
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boundary Γ . Let S0
ht

(INt) be the space of piecewise constant functions defined on INt and
S1
hx

(Γh) be the space of piecewise linear and globally continuous functions on the mesh Γh.
Then the tensor product space

S1⊗0
hx,ht

(Σh) := S1
hx(Γh)⊗ S0

ht(INt) (42)

is a subspace of H1/2,1/4(Σ) typically used for its discretization. For ϕx ∈ S1
hx

(Γh) and the
indicator function 1τj of an interval τj ∈ INt we have 1τj ⊗ ϕx ∈ S1⊗0

hx,ht
(Σh). By a very formal

computation we can evaluate α b(1τj ⊗ ϕx,1τj ⊗ ϕx) via (22) yielding

α b(1τ ⊗ ϕx,1τ ⊗ ϕx)

= −α
∫ tj

tj−1

∫
Γ
ϕx(x)n(x) ·

∫ t

tj−1

∫
Γ

∂Gα
∂τ

(x− y, t− τ)ϕx(y)n(y) dsy dτ dsx dt

= −α
∫
Γ

∫
Γ
ϕx(x)ϕx(y)n(x) · n(y)

∫ tj

tj−1

∫ t

tj−1

∂Gα
∂τ

(x− y, t− τ) dτ dtdsy dsx

= α

∫
Γ

∫
Γ
ϕx(x)ϕx(y)n(x) · n(y)

∫ tj

tj−1
Gα(x− y, t− tj−1) dt dsy dsx, (43)

where we used that ∂Gα/∂τ(x − y, 0) is zero if x − y 6= 0. The remaining expression is
then unproblematic since the kernel ((x, t),y) 7→ Gα(x − y, t − tj−1) is Lebesgue integrable
on (Γ×τj)×Γ . However, the steps taken to get this expression cannot be easily justified. Indeed,
one cannot apply the classical Fubini theorem to change the order of integration, since the kernel
((x, t), (y, τ)) 7→ ∂Gα/∂τ(x− y, t− τ) is not Lebesgue integrable on the integration domain as
seen in Proposition 5.1, and one cannot ignore the singularities of (x,y) 7→ ∂Gα/∂τ(x − y, 0)
at x = y. Nonetheless, numerical results indicate that the result in (43) holds true. This
motivates us to find a representation of α b(·, ·) that is similar to (22) but overcomes the problem
of the locally non-integrable kernel.

5.1 An integral representation of the bilinear form b in a tensor product setting
Let INt := {τk}Ntk=1 be a partition of the time interval (0, T ) into Nt pairwise disjoint, possibly
non-uniform, open intervals τk = (tk−1, tk). Define the space

C1
pw(INt) := {ϕ ∈ L∞(0, T ) : ϕ|τk ∈ C

1(τk), (ϕ|τk)′ ∈ L∞(τk)}. (44)

The tensor product space (L∞(Γ ) ∩ H1/2(Γ )) ⊗ C1
pw(INt) is a subspace of H1/2,1/4(Σ). For

functions in this subspace the bilinear form b admits the following representation.

Theorem 5.2. Let ϕ ∈ (L∞(Γ ) ∩H1/2(Γ ))⊗ C1
pw(INt) and ψ ∈ H1/2,1/4(Σ) ∩ L∞(Σ). Then

b(ϕ,ψ) =
Nt∑
k=1

∫ tk

tk−1

∫
Γ
ψ(x, t)n(x) ·

[
−
∫ tk−1

0

∫
Γ

∂Gα
∂τ

(x− y, t− τ)ϕ(y, τ)n(y) dsy dτ

+
∫
Γ
Gα(x− y, t− tk−1)ϕ(y, tk−1+)n(y) dsy (45)

+
∫ t

tk−1

∫
Γ
Gα(x− y, t− τ)∂ϕ

∂τ
(y, τ)n(y) dsy dτ

]
dsx dt,
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where ϕ(·, tk−1+) denotes the right limit of ϕ with respect to time in tk−1. In particular, all
occurring integrands are Lebesgue integrable on the respective integration domains.

The representation (45) is tailored to boundary element methods with tensor product spaces
used for discretization. The assumptions on ϕ and ψ are satisfied in this context. For example,
let Γh be a triangulation of a polyhedral boundary and Σh = Γh × INt . Then ϕ,ψ ∈ S1⊗0

hx,ht
(Σh)

satisfy the assumptions of Theorem 5.2 and thus

b(ϕ,ψ) =
Nt∑
k=1

∫ tk

tk−1

∫
Γh

ψ(x, t)n(x) ·
[
−
∫ tk−1

0

∫
Γh

∂Gα
∂τ

(x− y, t− τ)ϕ(y, τ)n(y) dsy dτ

+
∫
Γh

Gα(x− y, t− tk−1)ϕ(y, tk−1+)n(y) dsy

]
dsx dt.

(46)

The second term in this representation is similar to what we have formally derived in (43), so
Theorem 5.2 justifies the calculations found in the literature. In [25] it is described in detail
how to deal with the remaining integrals.

We conclude this section with a proof of Theorem 5.2. The strategy is similar to the one in
the proof of Theorem 4.1. We show a corresponding result on a sequence of auxiliary bound-
aries {Σm}m first in Lemma 5.3, and then prove convergence when taking the limit with respect
to m.

Lemma 5.3. Let Ωm be a Lipschitz domain with boundary Γm such that Ωm ⊂ Ω. Let
Σm = Γm × (0, T ), ϕ ∈ (L∞(Γ ) ∩H1/2(Γ ))⊗ C1

pw(INt) and ψm ∈ H1/2,1/4(Σm). Then〈
nm · γint

0,Σm

(
∂

∂t
Ṽ (ϕn)

)
, ψm

〉
Σm

=
Nt∑
k=1

∫ tk

tk−1

∫
Γm

ψm(x, t)nm(x) ·
[
−
∫ tk−1

0

∫
Γ

∂Gα
∂τ

(x− y, t− τ)ϕ(y, τ)n(y) dsy dτ

+
∫
Γ
Gα(x− y, t− tk−1)ϕ(y, tk−1+)n(y) dsy

+
∫ t

tk−1

∫
Γ
Gα(x− y, t− τ)∂ϕ

∂τ
(y, τ)n(y) dsy dτ

]
dsx dt.

(47)

Proof. For x ∈ Γm ⊂ Ω there holds

∂

∂t
Ṽ (ϕn)(x, t) = ∂

∂t

(∫ t

0

∫
Γ
Gα(x− y, t− τ)ϕ(y, τ)n(y) dsy dτ

)
=
∫ t

0

∫
Γ

∂Gα
∂t

(x− y, t− τ)ϕ(y, τ)n(y) dsy dτ,
(48)

where we used the smoothness of Gα away from zero to apply the Leibniz integral rule and
that Gα(x − y, 0) = 0 for all y ∈ Γ . Next, we use the identity ∂Gα/∂t(x − y, t − τ) =
−∂Gα/∂τ(x− y, t− τ) for the integrand. For a given t ∈ (0, T ) let k be such that t ∈ (tk−1, tk],
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i.e. the interval τk of the partition INt including its right endpoint. Then we can split up the
temporal integral in (48) into integrals over (0, tk−1) and (tk−1, t). For the latter we get

−
∫ t

tk−1

∫
Γ

∂Gα
∂τ

(x− y, t− τ)ϕ(y, τ)n(y) dsy dτ (49)

=
∫
Γ
Gα(x− y, t− tk−1)ϕ(y, tk−1+)n(y) dsy +

∫ t

tk−1

∫
Γ
Gα(x− y, t− τ)∂ϕ

∂τ
(y, τ)n(y) dsy dτ,

using integration by parts, which is possible since (τ 7→ ϕ(y, τ)) ∈ C1
pw(INt) for almost all y ∈ Γ ,

and that Gα(x− y, 0) = 0 for all y ∈ Γ . Finally, we can rewrite the bilinear form

〈
nm · γint

0,Σm

(
∂

∂t
Ṽ (ϕn)

)
, ψm

〉
Σm

=
Nt∑
k=1

∫ tk

tk−1

∫
Γm

ψm(x, t)nm(x) · ∂
∂t
Ṽ (ϕn)(x, t) dsx dt

and use (48) with ∂Gα/∂t(x− y, t− τ) = −∂Gα/∂τ(x− y, t− τ), the splitting of the temporal
integral and (49) to complete the proof of the lemma.

Proof of Theorem 5.2. Let {Ωm}m, {Λm}m and {ωm}m be given as in Theorem A.3, Γm := ∂Ωm
and Σm := Γm× (0, T ). For ψ ∈ H1/2,1/4(Σ)∩L∞(Σ) let ψ̃ be the unique solution of the initial
boundary value problem (1)–(3a) with Dirichlet datum ψ. Note that ψ̃ admits the representation

ψ̃ = W ((−1/2 I +K)−1ψ), (50)

cf. Theorem 3.5. In particular, ψ̃ ∈ C∞(Q) and thus we can define ψm := ψ̃|Σm in the classical
sense. The idea of the proof is to show that for this choice of Σm and ψm the terms on the
right-hand side of (47) converge to the respective terms of (45) in the limit m→∞.

We start with the first term on the right-hand side of (47). By transforming the integral
over Γm into an integral over Γ we get

Nt∑
k=1

∫ tk

tk−1

∫
Γm

∫ tk−1

0

∫
Γ
ψm(x, t)nm(x) · ∂Gα

∂τ
(x− y, t− τ)ϕ(y, τ)n(y) dsy dτ dsx dt

=
Nt∑
k=1

∫ tk

tk−1

∫
Γ

∫ tk−1

0

∫
Γ
hm(Λm(x),y, t, τ) · f(y, τ)ωm(x) dsy dτ dsx dt,

(51)

where we introduced the functions

hm(x,y, t, τ) := ∂Gα
∂τ

(x− y, t− τ)ψm(x, t)nm(x), (52)

f(y, τ) := ϕ(y, τ)n(y) (53)

and used the homeomorphism Λm : Γ → Γm and (iv) of Theorem A.3. Let {Zj}Jj=1 be a finite
family of coordinate cylinders covering Γ as in (ii) of Theorem A.3, see also Definition A.1. We
split the outer spatial integrals in (51) into segments

Uj := Γ ∩ Zj
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related to these coordinate cylinders. For this purpose, let {Φj}Jj=1 be a smooth partition of unity
on Γ subordinate to {Zj}Jj=1, i.e. Φj ∈ C∞(R3), supp(Φj) ⊂ Zj , 0 ≤ Φj ≤ 1 and

∑
j Φj(x) = 1

for all x ∈ Γ . Then (51) is further equal to

Nt∑
k=1

J∑
j=1

∫ tk

tk−1

∫
Uj

∫ tk−1

0

∫
Γ
Φj(x)hm(Λm(x),y, t, τ) · f(y, τ)ωm(x) dsy dτ dsx dt. (54)

In particular, the convergence of the first term in (47) to the first term in (45) follows if we can
show that

lim
m→∞

(∫ tk

tk−1

∫
Uj

∫ tk−1

0

∫
Γ
Φj(x)hm(Λm(x),y, t, τ) · f(y, τ)ωm(x) dsy dτ dsx dt

)

=
∫ tk

tk−1

∫
Uj

∫ tk−1

0

∫
Γ
Φj(x)h(x,y, t, τ) · f(y, τ) dsy dτ dsx dt

(55)

for all k ∈ {1, . . . , Nt} and j ∈ {1, . . . , J}, where

h(x,y, t, τ) := ∂Gα
∂τ

(x− y, t− τ)ψ(x, t)n(x).

For this purpose, we split the inner integral of y over Γ into an integral over

Vj := 3Zj ∩ Γ

and one over the remainder Γ\Vj and show the convergence of both parts using the classical
dominated convergence theorem.

First, we consider∫ tk

tk−1

∫
Uj

∫ tk−1

0

∫
Γ\Vj

Φj(x)hm(Λm(x),y, t, τ) · f(y, τ)ωm(x) dsy dτ dsx dt (56)

and observe the pointwise convergence of ωm(x)hm(Λm(x),y, t, τ) to h(x,y, t, τ) almost every-
where in the integration domain as m → ∞. In fact, ωm → 1 pointwise almost everywhere
on Γ by Theorem A.3 (iv). For the respective convergence of hm(Λm(x),y, t, τ) in (52) to
h(x,y, t, τ) we show the convergence of the individual terms. By (iii) of Theorem A.3 we get
that nm(Λm(x))→ n(x) for almost all x ∈ Γ . Furthermore Λm(x) → x even uniformly on Γ ,
by (i). Thus, ∂Gα/∂τ(Λm(x)− y, t− τ)→ ∂Gα/∂τ(x− y, t− τ) for all x,y ∈ Γ and τ < t.
Finally, we know that ψm = ψ̃|Σm and that ψ̃ given by (50) attains the Dirichlet boundary
values ψ on Σ in the sense of non-tangential limits almost everywhere, see Theorem 3.5. Hence,
ψm(Λm(x), t)→ ψ(x, t) since Λm(x) approaches x non-tangentially by point (i) of Theorem A.3.

It remains to find an integrable function that dominates the sequence of integrands. Obvi-
ously there holds Φj ≤ 1 on Uj by construction and |f(y, τ)| ≤ ‖ϕ‖L∞(Σ) almost everywhere
on Σ. By Theorem A.3 (iv) we get in addition, that ωm(x) ≤ c−1 for a constant c > 0 inde-
pendent of m and all x ∈ Γ . Furthermore, |ψm(Λm(x))nm(Λm(x))| ≤ ‖ψ‖L∞(Σ) for almost all
x ∈ Γ by the extended maximum principle stated in Theorem 3.6. The only term left to bound
is ∂Gα/∂τ(Λm(x)−y, t−τ). Let r and h be the radius and height of the congruent cylinders Zj
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and let δ := min(r, h). Due to (65) we can assume without loss of generality that |x−Λm(x)| < δ
for all x ∈ Γ and all m. Then we immediately get Λm(x) ∈ 2Zj for all x ∈ Uj = Γ ∩ Zj and
thus |Λm(x)− y| > δ for x ∈ Uj and y ∈ Γ\Vj = Γ\3Zj . This allows us to bound∣∣∣∣∂Gα∂τ

(Λm(x)− y, t− τ)
∣∣∣∣ ≤ ∥∥∥∥∂Gα∂t

∥∥∥∥
L∞((BR(0)\Bδ(0))×[0,T ])

for all x ∈ Uj , y ∈ Γ\Vj , and 0 < τ < t < T , where BR(0) and Bδ(0) are balls centered around
the origin with radii R and δ, respectively, and R is so large that Ω ⊂ BR/2(0). The right-hand
side in this estimate is bounded since (r, t) 7→ ∂Gα/∂t(r, t) ∈ C∞(R3\0× [0, T ]). Altogether we
have found the desired dominating function, as

|Φj(x)hm(Λm(x),y, t, τ) · f(y, τ)ωm(x)| ≤ ‖ϕ‖L∞(Σ)‖ψ‖L∞(Σ)

∥∥∥∥∂Gα∂t
∥∥∥∥
L∞((BR(0)\Bδ(0))×[0,T ])

almost everywhere in the integration domain of (56). Therefore, we have established the con-
vergence of (56) to∫ tk

tk−1

∫
Uj

∫ tk−1

0

∫
Γ\Vj

Φj(x)h(x,y, t, τ) · f(y, τ) dsy dτ dsx dt. (57)

To show (55) we have to consider the remaining part∫ tk

tk−1

∫
Uj

∫ tk−1

0

∫
Vj

Φj(x)hm(Λm(x),y, t, τ) · f(y, τ)ωm(x) dsy dτ dsx dt. (58)

We use the parametrization of the regions Λm(Uj) and Vj by the Lipschitz functions η(m)
j and ηj ,

respectively, established in Theorem A.3 (ii). This is possible, since Λm(Uj) ⊂ Γm ∩ 2Zj as seen
before. For the sake of simplicity we assume that the coordinates associated with the cylinder Zj
correspond to the original rectangular coordinates, i.e. we neglect additional translations and
rotations. Then (58) can be transformed into∫ tk

tk−1

∫
B2r(0)

∫ tk−1

0

∫
B3r(0)

1U(m)
j

(x̂)Φj(Λ−1
m (Γm(x̂)))hm(Γm(x̂), Γ (ŷ), t, τ)

· f(Γ (ŷ), τ)gm(x̂)g(ŷ) dx̂ dτ dŷ dt.
(59)

where Γ (ŷ) := (ŷ, ηj(ŷ)), Γm(x̂) := (x̂, η(m)
j (x̂)), r is still the radius of Zj , B3r(0) the parameter

region of Vj , U (m)
j ⊂ B2r(0) the parameter region of Λm(Uj) and gm(x̂) and g(ŷ) denote the

surface elements given by

gm(x̂) =
√

1 + |∇η(m)
j (x̂)|2, g(ŷ) =

√
1 + |∇ηj(ŷ)|2.

We compute the limit of (59) for m→∞ using the dominated convergence theorem again.
First we show that the integrand in (59) converges to

1Br(0)(x̂)Φj(Γ (x̂))h(Γ (x̂), Γ (ŷ), t, τ) · f(Γ (ŷ), τ)g(x̂)g(ŷ) (60)
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for almost all x̂, ŷ, t and τ in the integration domain as m→∞. Since Γm(x̂) 6= Λm(Γ (x̂)) in
general, we cannot use the previous results about pointwise convergence to show this. Instead,
we consider again all terms of the integrand in (59) depending onm separately to show pointwise
convergence. Recall the definition of hm in (52) for this purpose. From Theorem A.3 (ii) we
know that η(m)

j converges uniformly to ηj . As a result, Γm(x̂) → Γ (x̂) for all x̂ ∈ B2r(0) and
thus ∂Gα/∂τ(Γm(x̂), Γ (ŷ), t, τ) converges to ∂Gα/∂τ(Γ (x̂), Γ (ŷ), t, τ) for all such x̂, and ŷ, t
and τ in the respective domains of integration. Since the convergence of Γm(x̂) to Γ (x̂) is
non-tangential it follows as before that ψm(Γm(x̂), t) → ψ(Γ (x̂), t) for almost all x̂ ∈ B2r(0)
and t ∈ (tk−1, tk). From Theorem A.3 (ii) we know in addition that ∇η(m)

j converges pointwise
almost everywhere to ∇ηj in R2. This implies gm(x̂) → g(x̂) for almost all x̂ and furthermore
the convergence of nm(Γm(x̂)) to n(Γ (x̂)) for almost all x̂ ∈ B2r(0), due to the representations

nm(Γm(x̂)) = 1
gm(x̂)(∇η(m)

j (x̂)>,−1)>, n(Γ (x̂)) = 1
g(ŷ)(∇ηj(x̂)>,−1)>.

Next we show the convergence of 1U(m)
j

to 1Br(0) pointwise almost everywhere in B2r(0).
From (65) it follows that for all x̂ ∈ B2r(0) and sufficiently small ε > 0 there exists an m(ε)
such that for all m > m(ε)

Λ−1
m (Γm ∩ Zε/2(x̂)) ⊂ (Γ ∩ Zε(x̂)), (61)

where Zρ(x̂) := {(ξ̂, ŝ) ∈ R3 : |ξ̂ − x̂| < ρ, ŝ < hj} is the cylinder with center (x̂, 0), radius
ρ > 0 and the same height hj as Zj . If x̂ ∈ Br(0) and ε is so small that (Γ ∩ Zε(x̂)) ⊂ Uj ,
(61) implies that Γm(x̂) ∈ Λm(Uj) for all m > m(ε). This means that x̂ ∈ U (m)

j and thus
1U(m)

j

(x̂) = 1 = 1Br(0)(x̂) for all m > m(ε). Likewise, if x̂ ∈ B2r(0)\Br(0) and ε is so small
that (Γ ∩ Zε(x̂)) ∩ Uj = ∅, we get 1U(m)

j

(x̂) = 0 = 1Br(0)(x̂) for all m > m(ε). Together this
proves 1U(m)

j

→ 1Br(0) almost everywhere in B2r(0).

Finally we have to show that Φj(Λ−1
m (Γm(x̂))) converges to Φj(Γ (x̂)) in B2r(0). Since Φj is

continuous it suffices to show the convergence of its arguments. This follows again from (61).
Indeed, for each ε > 0 we know by (61) that for all m > m(ε) there exists a ŷm such that
Λ−1
m (Γm(x̂)) = Γ (ŷm) and |ŷm − x̂| < ε. As a consequence there holds

|Λ−1
m (Γm(x̂))− Γ (x̂)| = |Γ (ŷm)− Γ (x̂)| = |(ŷm, ηj(ŷm))− (x̂, ηj(x̂))| ≤ ε

√
1 + L2

j ,

where Lj is the Lipschitz constant of ηj . This yields the desired convergence. In particular, we
have shown that the integrand in (59) converges pointwise almost everywhere to (60).
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For the application of the dominated convergence theorem we bound the integrands in (59)
uniformly by using the estimates

|1U(m)
j

(x̂)Φj(Λ−1
m (Γm(x̂)))| ≤ 1,

|ϕ(Γ (ŷ), τ)n(Γ (ŷ))| ≤ ‖ϕ‖L∞(Σ),

|ψm(Γm(x̂), t)nm(Γm(x̂))| ≤ ‖ψ‖L∞(Σ),

|g(ŷ)| ≤
√

1 + ‖∇ηj‖L∞(R2),

|gm(x̂)| ≤
√

1 + ‖∇η(m)
j ‖L∞(R2) ≤

√
1 + ‖∇ηj‖L∞(R2)

for almost all x̂, ŷ, t and τ in the integration domain. The first estimate is clear by definition.
The second one holds true due to the assumption that ϕ ∈ L∞(Σ). The third estimate is again a
consequence of the parabolic maximum principle in Theorem 3.6. The last two estimates follow
from the definition of the surface elements and the fact that ‖∇η(m)

j ‖L∞(R2) ≤ ‖∇ηj‖L∞(R2), see
Theorem A.3 (ii). Therefore, the product of all these functions is bounded by a constant C
independent of m. The only term left to consider is the derivative of the heat kernel

∂Gα
∂τ

(x− y, t− τ) =
[

6α(t− τ)− |x− y|2

(4α)5/2π3/2(t− τ)7/2

]
exp

(
− |x− y|

2

4α(t− τ)

)
for t > τ.

By considering only the first part of the numerator we can estimate [17, cf. Chapter 13 §3]

6α s
(4α)5/2π3/2s7/2 exp

(
− |r|

2

4α s

)
=
(
|r|2

4αs

)3/4

exp
(
−|r|

2

4αs

)
3

2π3/2(4α)3/4s7/4|r|3/2

≤
(3

4

)3/4
exp(−3/4) 3

2π3/2(4α)3/4s7/4|r|3/2 = c(α) 1
s7/4

1
|r|3/2

(62)

for s = t − τ > 0, where we used that qm exp(−q) ≤ mm exp(−m) for all m, q ≥ 0. The
expression corresponding to the second part of the numerator can be handled similarly and we
end up with the estimate∣∣∣∣∂Gα∂τ

(Γm(x̂), Γ (ŷ), t, τ)
∣∣∣∣ ≤ c̃(α)

(t− τ)7/4|Γm(x̂)− Γ (ŷ)|3/2 ≤
c̃(α)

(t− τ)7/4|x̂− ŷ|3/2 (63)

almost everywhere in the considered integration domain B2r(0)× (tk−1, tk)×B3r(0)× (0, tk−1)
in (59). Since the function on the right-hand side of (63) is integrable on this domain we have
found a function dominating the sequence of integrands.

By the dominated convergence theorem we get that (59) converges to∫ tk

tk−1

∫
Br(0)

∫ tk−1

0

∫
B3r(0)

Φj(Γ (x̂))h(Γ (x̂), Γ (ŷ), t, τ) · f(Γ (ŷ), τ)g(x̂)g(ŷ) dx̂ dτ dŷ dt

=
∫ tk

tk−1

∫
Uj

∫ tk−1

0

∫
Vj

Φj(x)h(x,y, t, τ) · f(y, τ) dsy dτ dsx dt.
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Together with the convergence of (56) to (57) we conclude (55).
Recall that we wanted to show that all terms on the right-hand side of (47) converge to the

respective terms of (45). Equation (55) implies the convergence of the first term. In particu-
lar, the integrand of the first term on the right-hand side of (45) is Lebesgue integrable in the
corresponding integration domain, which is another consequence of the dominated convergence
theorem. The remaining two terms can be handled analogously. For both terms one can trans-
form the integrals of x over Γm into integrals over Γ as in (51) and split the integrals up as in
(54). The individual parts can then be handled as before by splitting the inner integral of y over
Γ into integrals over Vj and Γ\Vj . For both one applies the dominated convergence theorem
where one uses the estimate

|Gα(r, t)| ≤ c(α) 1
t3/4

1
|r|3/2 ,

which can be shown as in (62), to bound the heat kernel and in addition the estimates

|ϕ(y, tk−1+)| ≤ ‖ϕ(·, tk−1+)‖L∞(Γ ),∣∣∣∣∂ϕ∂τ (y, τ)
∣∣∣∣ ≤ ∥∥∥∥∂ϕ∂τ

∥∥∥∥
L∞(Γ×(tk−1,tk))

for y ∈ Γ and τ ∈ (tk−1, tk). Note that these estimates are reasonable due to the assumption
that ϕ ∈ (L∞(Γ ) ∩H1/2(Γ ))⊗ C1

pw(INt) with C1
pw(INt) defined in (44).

6 Conclusion
The integration by parts formula for the bilinear form of the hypersingular boundary integral
operator is a key result when it comes to its evaluation in Galerkin methods. In this paper we
have provided a general version of this formula for the 3+1D transient heat equation in (20)
together with a rigorous proof, which was missing in the literature to the best of our knowledge.
However, the general formula is not sufficient for the evaluation of the bilinear form for non-
smooth functions since it includes the bilinear form b(·, ·) in (21), which is defined only as a
continuous extension. We have shown that the usual interpretation of this bilinear form in
the literature is problematic and provided a suitable alternative for certain types of functions
including the typical tensor product discretization spaces. As a side result we have provided a
proof of a generalization of the classical parabolic maximum principle in Theorem 3.6.

An alternative strategy for the discretization of the boundary integral operators for the
heat equation is to discretize the space-time boundary Σ with tetrahedral instead of tensor
product meshes and to consider related discrete function spaces. The representation for the
bilinear form b(·, ·) provided in Section 5 is not suitable for such function spaces. An alternative
representation might, however, be derived in a similar way as in that section.
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A Appendix
A.1 Lipschitz domains and their smooth approximation
In this paper we use the following definition of Lipschitz domains similar to [3, Definition 2.1].

Definition A.1 (Lipschitz domain). A set Zj ⊂ R3 is called an open coordinate cylinder with
radius rj > 0 and height hj > 0 if there exist a rectangular coordinate system of R3 obtained
from the standard Cartesian coordinate system by rotation and translation with corresponding
coordinates x(j) ∈ R2 and s(j) ∈ R such that

Zj = {(x(j), s(j)) ∈ R3 : |x(j)| < rj , |s(j)| < hj}.
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A bounded, connected, open subset Ω ⊂ R3 is called a Lipschitz domain, if there exists a
finite family {Zj}j of open coordinate cylinders covering Γ := ∂Ω and for each j there exists a
Lipschitz–continuous function ηj : R2 → R, i.e. |ηj(x) − ηj(y)| ≤ Lj |x − y| for some Lj ∈ R,
such that |ηj(x)| < hj and

Ω ∩ Zj = {(x(j), s(j)) ∈ Zj : s(j) > ηj(x(j))},
Γ ∩ Zj = {(x(j), ηj(x(j))) : x(j) ∈ R2} ∩ Zj ,

(64)

where (x(j), s(j)) denote the coordinates associated with Zj and hj its height.

Remark A.2. For each Lipschitz domain Ω we can find a family of coordinate cylinders {Zj}j
covering Γ as in Definition A.1 such that for all j the dilated cylinder

3Zj := {(x(j), s(j)) ∈ R3 : |x(j)| < 3rj , |s(j)| < 3hj}

satisfies (64) too, see [3, Definition 2.1] and [23, Section 0.2]. Furthermore we can choose the
cylinders to be congruent, i.e. to have the same radii and heights.

The following result provides us with a sequence {Ωm}m of smooth domains approximating
a given Lipschitz domain Ω from the inside.

Theorem A.3 ([3, Lemma 2.2], [22, Theorem A.1], [23, Theorem 1.12]). Let Ω be a Lipschitz
domain with boundary Γ . Then there exist sequences of C∞ domains {Ωm}m, homeomorphisms
{Λm}m and functions {ωm}m that satisfy:

(i) Ωm ⊂ Ω and the homeomorphisms Λm : Γ → Γm := ∂Ωm satisfy

lim
m→∞

(sup{|x− Λm(x)| : x ∈ Γ}) = 0. (65)

In addition, Λm(x) approaches x non-tangentially.

(ii) There exists a finite family of coordinate cylinders {Zj}j covering Γ as in Remark A.2
and associated Lipschitz functions {ηj}j such that for each j and m there exists a function
η

(m)
j ∈ C∞(R2) that represents Γm in 3Zj, i.e.

Γm ∩ 3Zj = {(x(j), η
(m)
j (x(j))) : x(j) ∈ R2} ∩ 3Zj .

Furthermore, η(m)
j → ηj uniformly and ∇η(m)

j → ∇ηj pointwise almost everywhere as m
tends to infinity, and ‖η(m)

j ‖L∞(R2) ≤ ‖ηj‖L∞(R2) for all m.

(iii) The normal vectors nm on Γm convergence pointwise almost everywhere to the normal
vector n on Γ , in the sense that nm(Λm(x)) → n(x) for almost all x ∈ Γ as m tends to
infinity.

(iv) The functions ωm : Γ → R>0 are such that∫
E
ωm(x)dsx =

∫
Λm(E)

dsy

for all measurable sets E ⊂ Γ , where dsx and dsy denote the surface measures on Γ
and Γm, respectively. Furthermore, there exists a constant c > 0 such that c ≤ ωm ≤ c−1

for all m and ωm → 1 pointwise almost everywhere as m tends to infinity.
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Remark A.4. In item (i) of Theorem A.3 we stated that Λm(x) approaches x non-tangentially.
Roughly speaking this means that the points Λm(x) all lie in a cone centered at x. A rigorous
definition is given in [3, 23]. Some additional properties of the approximating domains {Ωm}m
are given in the referenced works, and a proof of the theorem can be found in [22, Theorem A.1].

A.2 Postponed proofs
Here we collect the postponed proofs in the order in which they appeared in the paper.

Sketch of the proof of Proposition 2.5. Let u and v be in C∞c (Ω × (0, T ]) and C∞c (Ω × [0, T )),
respectively. We can extend u to a function ũ ∈ H1(R;L2(Ω)) by setting ũ(t, ·) = 0 for all t < 0
and then setting ũ(·, t) = ũ(·, 2T − t) for all t > T . For this extension one can show that

‖ũ‖H1/2(R;L2(Ω)) ≤ c(T )‖u‖
H

1,1/2
;0, (Q),

where the constant c(T ) does only depend on T . Similarly, we can extend v to a function
ṽ ∈ H1(R;L2(Ω)) such that

‖ṽ‖H1/2(R;L2(Ω)) ≤ c(T )‖v‖
H

1,1/2
;,0 (Q).

Since u and v are compactly supported in Ω × (0, T ] and Ω × [0, T ), respectively, there holds

d(u, v) =
∫ T

0

∫
Ω

∂u

∂t
v dx dt =

∫
R

∫
Ω

∂ũ

∂t
ṽ dx dt ≤ c‖ũ‖H1/2(R;L2(Ω))‖ṽ‖H1/2(R;L2(Ω))

≤ cd(T )‖u‖
H

1,1/2
;0, (Q)‖v‖H1,1/2

;,0 (Q).
(66)

The first estimate here can be shown by switching to the Fourier domain in time using Plan-
cherel’s theorem, where the estimate follows easily when considering the equivalent norms
in H1/2(R;L2(Ω)) defined via Fourier transforms. The second estimate is a consequence of
the two estimates above. By a density result similar to the one in the sketch of the proof of
Proposition 2.1 the assertion follows.

For the next proof we need to introduce another anisotropic Sobolev space, namely

H
1,1/2
0; (Q) := L2(0, T ;H1

0 (Ω)) ∩H1/2(0, T ;L2(Ω)),

which can be understood as the subspace of H1,1/2(Q) whose functions vanish on Σ. In a similar
way as in Proposition 2.1 it can be shown that C∞c (Q) is dense in H1,1/2

0; (Q).

Proof of Proposition 2.8. We start by showing that the definition in (7) is independent of the
extension EΣψ of the test function ψ ∈ H1/2,1/4(Σ). For this purpose, let ψ̃1 and ψ̃2 in
H1,1/2(Q) denote two extensions of ψ to Q. Then, the difference ψ̃1 − ψ̃2 is in H1,1/2

0; (Q) and
therefore

〈∇u, curl ψ̃1 − curl ψ̃2〉L2(Q) = 0 (67)

for all u ∈ H1,1/2(Q). Indeed, integration by parts yields

〈∇u, curlw〉L2(Q) = 〈u,n · curlw〉Σ − 〈u,div(curlw)〉L2(Q) = 0
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for w ∈ C∞c (Q) and thus (67) follows from the density of C∞c (Q) in H1,1/2
0; (Q). This proves

that (7) is independent of the extension EΣψ of ψ.
Similarly, we conclude that (7) is independent of the extension EΣϕ of ϕ by using that

〈∇u, curlw〉L2(Q) = 〈∇u× n,w〉Σ + 〈curl(∇u),w〉L2(Q) = 0

for all u ∈ C∞c (Q) and w ∈ H1,1/2(Q).
To see that curlΣ ϕ ∈ H−1/2,−1/4(Σ) and that curlΣ is continuous as a mapping from

H1/2,1/4(Σ) to H−1/2,−1/4(Σ) we estimate

|〈curlΣ ϕ,ψ〉Σ | = |〈∇EΣϕ, curl(EΣψ)〉L2(Q)| ≤ ‖∇EΣϕ‖L2(Q)‖ curl(EΣψ)‖L2(Q)

≤ c ‖EΣϕ‖H1,1/2(Q)‖EΣψ‖H1,1/2(Q) ≤ c c
2
IT‖ϕ‖H1/2,1/4(Σ)‖ψ‖H1/2,1/4(Σ),

where cIT denotes the boundedness constant of the extension operators EΣ .
The only thing left to show is (8) for ϕ̃ ∈ C2(Q) and ϕ = ϕ̃|Σ . Since the definition of curlΣ

in (7) is independent of the extension of ϕ we can use the particular extension ϕ̃ to get

〈curlΣ ϕ,ψ〉Σ = 〈∇ϕ̃, curl(EΣψ)〉L2(Q) = 〈∇ϕ̃× n,ψ〉Σ + 〈curl(∇ϕ̃), EΣψ〉L2(Q)

= 〈∇ϕ̃× n,ψ〉Σ

for all ψ ∈ H1/2,1/4(Σ), where we used integration by parts in the second step. In particular,
curlΣ ϕ = ∇ϕ̃× n in H−1/2,−1/4(Σ).

Proof of Lemma 4.4. For all w ∈ C∞c (R3 × R) there holds

curl(γint
0,Σ)′(ϕn)[w] = (γint

0,Σ)′(ϕn)[curlw] =
∫ T

0

∫
Γ
ϕ(x, t)n(x) · curlw(x, t) dsx dt.

Let us first assume that ϕ ∈ γint
0,Σ(C∞c (Ω × (0, T ))), i.e. there exists ϕ̃ ∈ C∞c (Ω × (0, T )) such

that ϕ = ϕ̃|Σ . Then we can rewrite

ϕ(x, t) curlw(x, t) = curl(ϕ̃w)(x, t)−∇ϕ̃(x, t)×w(x, t)

for all x ∈ Γ and t ∈ (0, T ). By inserting this into the previous equation we get∫ T

0

∫
Γ
n(x) · curl(ϕ̃w)(x, t) dsx dt−

∫ T

0

∫
Γ
n(x) · (∇ϕ̃(x, t)×w(x, t)) dsx dt

The first integral vanishes, which follows by applying the divergence theorem and using that
div curl(ϕ̃w) = 0. The integrand of the second integral is

n(x) · (∇ϕ̃(x, t)×w(x, t)) = −w(x, t) · (∇ϕ̃(x, t)× n(x)) = −w(x, t) · (curlΣ ϕ)

where we used (8) in the last step. Hence,

curl(γint
0,Σ)′(ϕn)[w] =

∫ T

0

∫
Γ
w(x, t) · (curlΣ ϕ)(x, t) dsx dt = (γint

0,Σ)′(curlΣ ϕ)[w]
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and thus (30) holds for all ϕ ∈ γint
0,Σ(C∞c (Ω × (0, T ))).

Let us now consider a general ϕ ∈ H1/2,1/4(Σ). The space γint
0,Σ(C∞c (Ω × (0, T ))) is dense

in H1/2,1/4(Σ), which follows from Proposition 2.1. Therefore, we can find a sequence {ϕk}k in
γint

0,Σ(C∞c (Ω × (0, T ))) such that ϕk → ϕ in H1/2,1/4(Σ) as k →∞. It follows that

curl(γint
0,Σ)′(ϕkn)→ curl(γint

0,Σ)′(ϕn)

in the distributional sense as k →∞. In fact, for all w ∈ C∞c (R3 × R) there holds

lim
k→∞

curl(γint
0,Σ)′(ϕkn)[w] = lim

k→∞

∫ T

0

∫
Γ
ϕk(x, t)n(x) · curlw(x, t) dsx dt

= lim
k→∞
〈ϕk,n · curlw〉L2(Σ) = 〈ϕ,n · curlw〉L2(Σ)

= curl(γint
0,Σ)′(ϕn)[w].

At the same time

lim
k→∞

curl(γint
0,Σ)′(ϕkn)[w] = lim

k→∞
(γint

0,Σ)′(curlΣ ϕk)[w] = lim
k→∞
〈curlΣ ϕk, γint

0,Σw〉Σ

= 〈curlΣ ϕ, γint
0,Σw〉Σ = (γint

0,Σ)′(curlΣ ϕ)[w],

for all w ∈ C∞c (R3 × R) due to the continuity of curlΣ in H1/2,1/4(Σ). Hence

curl(γint
0,Σ)′(ϕn) = (γint

0,Σ)′(curlΣ ϕ)

holds for general ϕ ∈ H1/2,1/4(Σ).
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