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1 Introduction

In this note, we present a unified Banach space perspective to a class of ordinary differential equations with memory and delay effects. This class is often summarized under the umbrella term delay differential equations:

\[ \dot{x}(t) = f(t, x_t, \dot{x}_t) \quad t \in I, \quad I \subseteq \mathbb{R} \text{ interval}, \]

where \( \dot{x} \) denotes the (time-)derivative of \( x \) and \( x_t \) denotes the history segment of \( x \), cf. e.g. [7, 11] see also Example 3.16 below. These equations have many applications in engineering or sciences. We refer to [1, 6] and the references therein for an account of various applications.

The class considered here covers ordinary differential equations, differential difference equations, integro-differential equations or even neutral differential equations. Using some basic functional analysis, the main contribution of this note is that the aforementioned equations can be treated in a unified manner. The core idea consists in the treatment of the problem on the whole real axis as time-line. This enables us to conveniently detour the introduction of certain (pre-)history spaces, cf. e.g. [7, 13]. Moreover, we do not need to introduce an extended state space as it can be done for linear theory using semi-group methods, see e.g. [2].

Our perspective also shows that finite and infinite delay do not need different treatment. However, our focus is on existence of solutions and continuous dependence on the data rather than the continuity or differentiability or other qualitative properties of the solution itself. This yields an elementary solution theory at least for \( L_p \)-spaces. Though parts of our results are covered by well-known theory, we have more freedom in choosing right-hand sides. In particular, we can solve delay differential equations with certain measures or functions with unbounded variation as right-hand sides, cf. Subsection 4.2.

Our development of a solution theory for delay differential equations starts in Section 2, where we state a variant of the contraction mapping theorem tailored for operator equations in the abstract form

\[ Cx = F(x), \]

for \( x \) residing in some Banach space \( X \) and \( F \) being Lipschitz-continuous in suitable sense and \( C : D(C) \subseteq X \to X \) being a closed, densely defined, continuously invertible linear operator. The remaining parts of this paper are essentially applications of the results from Section 2. To this end, we have to establish the (time-)derivative as a continuously invertible operator. Thus, both the Sections 3 and 4 start with the definition of the time-derivative as a continuously invertible operator in a \( L_p \)-space and in a space of continuous functions.

Having our main applications of delay differential equations in mind, we introduce the (time-)derivative on functions defined on the whole real line as time axis. If one wants to recover classical theory, e.g. initial value problems for ordinary differential equations, one has to know that the solution of a differential equation depends only on the past of the right-hand side. The latter is summarized by the notion of causality, see [15] or Definition 3.9.
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below. Thus, in both the Section 3 and 4, we also show causality of the respective solution operators. These sections are complemented by the discussion of several examples.

It should be noted that many ideas rely on results and strategies used in reference [14], where a Hilbert space perspective is preferred. The idea of introducing the time-derivative as a continuously invertible operator stems from references [17, 18, 19], which in view of the \(L_\infty\)-considerations in Section 4 shows its kinship to ideas developed back in 1952 by Morgenstern, [16].

2 The general solution theory - a variant of the contraction mapping theorem

Let \(X\) be a Banach space and let \(C : D(C) \subseteq X \to X\) be a densely defined closed linear operator with \(0 \in \sigma(C)\). Then \(X_1(C) := (D(C), |C|_X)\) is a Banach space. Moreover, define \(X_{-1}(C)\) to be the completion \((X, |C^{-1}|_X)\) of \((X, |C^{-1}|_X)\) and let \(X_0(C) := X\). If the operator \(C\) is clear from the context, we omit the reference to the operator \(C\) in the notation of the associated spaces. We have

\[X_1 \hookrightarrow X_0 \hookrightarrow X_{-1}\]

in the sense of continuous and dense embedding. Furthermore, \(C : D(C) \subseteq X_0 \to X_{-1}\) is isometric and densely defined with dense range. Hence, \(C\) can be extended to an isometric isomorphism. We identify \(C\) with its extension. The fundamental solution theory is based on the following variant of the contraction mapping theorem.

**Theorem 2.1.** Let \(F : X_0 \to X_{-1}\) be a strict contraction and let \(|F|_{\text{Lip}}(< 1)\) be the best Lipschitz constant for \(F\). Then the equation

\[Cx = F(x)\]

has a unique fixed point \(x \in X_0\). If \(y \in X_0\) and \(n \in \mathbb{N}\) then the following estimates hold

\[
|C^{-1}F(y) - x| \leq \frac{|F|_{\text{Lip}}}{1 - |F|_{\text{Lip}}} |y - x|,
\]

\[
|(C^{-1}F)^n(y) - x| \leq \frac{|F|_{\text{Lip}}}{1 - |F|_{\text{Lip}}} \left|(C^{-1}F)^n(y) - (C^{-1}F)^{n-1}(y)\right|,
\]

\[
|(C^{-1}F)^n(y) - x| \leq \frac{|F|_{\text{Lip}}^n}{1 - |F|_{\text{Lip}}} |y - x|.
\]

**Proof.** The operator \(C^{-1} : X_{-1} \to X_0\) is an isometric isomorphism. Hence, \(C^{-1}F(\cdot)\) is a strict contraction in \(X_0\). The contraction mapping theorem yields the assertion. The estimates are well-known. \(\square\)
Corollary 2.2. Let $F : \mathcal{X}_1 \to \mathcal{X}_0$ be a strict contraction. Then

$$Cx = F(x)$$

has a unique fixed point $x \in \mathcal{X}_1$.

Proof. The mapping $CF(C^{-1} \cdot)$ satisfies the assumptions from Theorem 2.1. Hence, there exists a unique fixed point $\hat{x} \in \mathcal{X}_0$ such that

$$C\hat{x} = CF(C^{-1}\hat{x}).$$

Therefore $x := C^{-1}\hat{x} \in \mathcal{X}_1$ satisfies

$$Cx = F(x).$$

Now, let $u \in \mathcal{X}_1$ satisfy $Cu = F(u)$. Then $Cu$ satisfies the equation $C(Cu) = CF(u) = CF(C^{-1}(Cu))$ and thus, $Cu = \hat{x}$, which gives $u = x$. \qed

Theorem 2.3. Let $F, G : \mathcal{X}_0 \to \mathcal{X}_{-1}$ be Lipschitz continuous and assume that the respective Lipschitz semi-norms, i.e., the best Lipschitz constants, $|F|_{\text{Lip}}$ and $|G|_{\text{Lip}}$ satisfy

$$\frac{|F|_{\text{Lip}} + |G|_{\text{Lip}}}{2} \leq 1.$$

Let $x, y \in \mathcal{X}_0$ satisfy

$$Cx = F(x) \text{ and } Cy = G(y).$$

Then

$$|x - y|_{\mathcal{X}_0} \leq \frac{1}{1 - \frac{|F|_{\text{Lip}} + |G|_{\text{Lip}}}{2}} \sup_{u \in \mathcal{X}_0} |F(u) - G(u)|_{\mathcal{X}_{-1}}.$$

Proof. By assumption, we have

$$x - y = C^{-1}F(x) - C^{-1}G(y)$$

$$= \frac{1}{2} C^{-1}(F(x) - F(y))$$

$$+ \frac{1}{2} C^{-1}(G(x) - G(y)) - \frac{1}{2} C^{-1}(G(x) - F(x)) + \frac{1}{2} C^{-1}(F(y) - G(y)).$$

This yields the assertion. \qed

3 The reflexive case – delay differential equations in $L_p$-spaces

For the whole section, let $p \in (1, \infty)$ and denote by $q$ the conjugate exponent such that $\frac{1}{p} + \frac{1}{q} = 1$. Let $X$ be a Banach space.
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3.1 Definition of the time-derivative

Denoting by $\mu_\nu$ the weighted Lebesgue measure on $\mathbb{R}$ with Radon-Nikodym derivative $x \mapsto e^{-\nu px}$ for $\nu \in \mathbb{R}$, we define

$$W^0_{p,\nu}(\mathbb{R}; X) := L_{p,\nu}(\mathbb{R}; X) := L_p(\mu_\nu; X).$$

Note that the mapping $e^{-\nu m} : L_{p,\nu}(\mathbb{R}; X) \to L_p(\mathbb{R}; X), f \mapsto (x \mapsto e^{-\nu x} f(x))$ is isomorphically isomorphic\(^1\).

**Definition 3.1.** We define

$$\partial_\nu : C^\infty_c(\mathbb{R}; X) \subseteq L_{p,\nu}(\mathbb{R}; X) \to L_{p,\nu}(\mathbb{R}; X), f \mapsto f',$$

where

$$C^\infty_c(\mathbb{R}; X) := \{\phi; \phi \text{ indefinitely differentiable, } \text{supp} \phi \text{ compact}\}.$$

The operator $\partial_\nu$ is clearly closable and its closure coincides with the distributional derivative. Henceforth, we will not distinguish notationally between $\partial_\nu$ and its closure. In order to apply the general solution theory to $\partial_\nu$ in place of $C$, we need the following theorem:

**Theorem 3.2.** Assume $\nu > 0$. Then we have that the convolution operator $\chi_{[0,\infty)}^* : L_{p,\nu}(\mathbb{R}; X) \to L_{p,\nu}(\mathbb{R}; X)$ is continuous with operator norm equal to $\frac{1}{\nu}$. Moreover, it holds

$$(\chi_{[0,\infty)}^*)^{-1} = \partial_\nu.$$

**Proof.** Let $\phi \in C^\infty_c(\mathbb{R}; X)$. Then we have, invoking Young’s inequality, that

$$\left| \chi_{[0,\infty)}^* \phi \right|_{p,\nu} = \left| e^{-\nu m} \left( \chi_{[0,\infty)}^* \phi \right) \right|_{p,0}
\leq \int_\mathbb{R} \left| e^{-\nu t} \chi_{[0,\infty)}(t) \right| \, dt \, \left| e^{-\nu m} \phi \right|_{p,0}
= \frac{1}{\nu} \left| \phi \right|_{p,\nu}.$$

Now, for $n \in \mathbb{N}$ and some $x \in X$ with $|x| = 1$ define $\phi_n(t) := \frac{1}{n^{1/\nu}} e^{\nu m} \chi_{[0,n]}(t) x$ for all $t \in \mathbb{R}$. For $n \in \mathbb{N}$ let $u_n := \chi_{[0,\infty)} \ast \phi_n$. It is easy to that $u_n(t) = \frac{1}{n^{1/\nu}} e^{\nu m} \left( e^{\nu \min\{t,n\}} - 1 \right) x$ for all $t \in \mathbb{R}$ and that $|\phi_n| = 1$ for all $n \in \mathbb{N}$. Moreover, an easy computation shows that $|u_n| \to \frac{1}{\nu}$ as $n \to \infty$, for the details we refer to [20, Proposition 2.2].

The equality $(\chi_{[0,\infty)}^*)^{-1} = \partial_\nu$ follows by differentiation of the convolution integral.

---

\(^1\)The $m$ in the expression $e^{-\nu m}$ serves as reminder of multiplication. We will frequently use this notation. For instance, let $\phi : \mathbb{R} \to \mathbb{R}$ and $\psi : \mathbb{R} \to E$ for some vector space $E$. Then we define $\phi(m)\psi$ to be the mapping

$$\phi(m)\psi : \mathbb{R} \to E, t \mapsto \phi(t)\psi(t).$$
Remark 3.3. If \( \nu < 0 \), then a similar result holds. The respective inverse, however, is now given by \((-\chi_{(-\infty,0)}^*)^{-1}\).

Now, we are in the situation of our general solution theory with \( C = \partial \nu \).

For convenience, we describe the space \( \mathcal{X}_1(\partial \nu) \) in more detail. We let \( W^1_{p,\nu}(\mathbb{R}; X) := \mathcal{X}_1(\partial \nu) \).

Theorem 3.4. Assume that \( X \) is reflexive\(^2\). We have

\[
(W^1_{q,-\nu}(\mathbb{R}; X))' = \left( L_{p,\nu}(\mathbb{R}; X'); |\partial \nu^{-1}|_{p,\nu} \right),
\]

in the sense of the dual pairing

\[
L_{p,\nu}(\mathbb{R}; X') \times L_{q,-\nu}(\mathbb{R}; X) \ni (\phi, \psi) \mapsto \int_{\mathbb{R}} \langle \phi(t), \psi(t) \rangle_{X',X} \, dt =: \langle \phi, \psi \rangle_{0,0}.
\]

Proof. Let \( \phi \in L_{p,\nu}(\mathbb{R}; X') \) be such that \(|\partial \nu^{-1}\phi| = 1\). Then, for \( \psi \in W^1_{q,-\nu}(\mathbb{R}; X) \) with \(|\partial \nu\psi|_{q,-\nu} = 1\) we have

\[
|\langle \phi, \psi \rangle_{0,0}| = |\langle \partial \nu^{-1}\phi, \psi \rangle_{0,0}| = |\langle \partial \nu^{-1}\phi, \partial \nu\psi \rangle_{0,0}| = |\langle e^{-\nu m} \partial \nu^{-1}\phi, e^{-\nu m} \partial \nu \psi \rangle_{0,0}| \leq |e^{-\nu m} \partial \nu^{-1}\phi|_{p,0} |e^{-\nu m} \partial \nu \psi|_{q,0} = 1.
\]

This establishes the continuity of \( \iota : L_{p,\nu}(\mathbb{R}; X') \to W^1_{q,-\nu}(\mathbb{R}; X)' \), \( f \mapsto f \) with norm less than or equal to 1. Now, since \( L_{q,0}(\mathbb{R}; X') = L_{p,0}(\mathbb{R}; X') \) by the reflexivity of \( X \), we find \( \tilde{\psi} \)

in the unit ball of \( L_{q,0}(\mathbb{R}; X') \) such that \( \langle e^{-\nu m} \partial \nu^{-1}\phi, \tilde{\psi} \rangle_{0,0} = 1 \). Defining \( \psi := -\partial \nu^{-1}(e^{-\nu m})^{-1} \tilde{\psi} \), we get that \(|\psi|_{q,-\nu} = 1\). Thus, \( \iota \) is isometric.

It remains to prove that \( L_{p,\nu}(\mathbb{R}; X') \) is dense in \( (W^1_{q,-\nu}(\mathbb{R}; X))' \). Let \( \phi \) be a continuous linear functional on \( (W^1_{q,-\nu}(\mathbb{R}; X))' \) vanishing on \( L_{p,\nu}(\mathbb{R}; X') \). By the reflexivity of \( X \), we deduce that \( \phi \in W^1_{q,-\nu}(\mathbb{R}; X) \). Hence, \( \phi = 0 \).

For our general solution theory the following corollary will be useful.

Corollary 3.5. Let \( \ell \in \{1, 0, -1\} \) and \( \nu \in \mathbb{R} \setminus \{0\} \) and assume \( X \) to be reflexive. Then, we have

\[
W^\ell_{q,-\nu}(\mathbb{R}; X')' = W^\ell_{p,\nu}(\mathbb{R}; X).
\]

Proof. The result is clear as a consequence of Theorem 3.4. \(\square\)

\(^2\)Note that, as a consequence, we have for any \( \sigma \)-finite measure space \((\Omega, \mu)\) the property \( L_p(\mu; X)' = L_q(\mu; X') \) (cf. \[8, p. 82: Corollary 4 and p.98: Theorem 1\]). With the help of \[8, p. 98: Theorem 1\], it thus suffices to assume that \( X' \) has the Radon-Nikodym property.
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3.2 Solution theory

We restate the basic solution theory in our particular situation. However, we shall restrict ourselves to a particular form of right-hand sides. We will need the following types of additional test function spaces:

\[
C^\infty_c(\mathbb{R}; X) := \{ \phi; \phi \text{ indefinitely differentiable, } \sup \text{supp } \phi < \infty, \exists n \in \mathbb{N} : \text{supp } \phi^{(n)} \text{ compact} \}
\]

and

\[
C^\infty_c(\mathbb{R}; X)' := \{ u : C^\infty_c(\mathbb{R}; X) \to \mathbb{K}; u \text{ linear} \}.
\]

We note here that we do not assume any specific continuity property of the functionals in \( C^\infty_c(\mathbb{R}; X)' \). The particular continuity property will be assumed in the following definition.

**Definition 3.6** (eventually \((k, \ell)\)-contracting). Let \( k, \ell \in \{1, 0, -1\} \) and let \( Y \) be a reflexive Banach space. A mapping \( F : C^\infty_c(\mathbb{R}; X) \to C^\infty_c(\mathbb{R}; Y)' \) is called eventually \((k, \ell)\)-Lipschitz continuous if the following assumptions are satisfied:

- there exists \( \nu_0 > 0 \) such that for all \( \nu \geq \nu_0 \) we have \( F(0) \in W^{-\ell}_{\nu, -\nu}(\mathbb{R}; Y)' \),
- there exists \( \nu_1 > 0 \) and \( C > 0 \) such that for all \( \nu \geq \nu_1 \), \( u, v \in C^\infty_c(\mathbb{R}; X) \), \( \phi \in C^\infty_c(\mathbb{R}; Y) \) we have

\[
|F(u)(\phi) - F(v)(\phi)| \leq C |\phi|_{W^{-\ell}_{\nu, -\nu}(\mathbb{R}; Y)} |u - v|_{W^k_{p, \nu}(\mathbb{R}; X)}.
\]

For an eventually \((k, \ell)\)-Lipschitz continuous mapping \( F \), we denote by \( F_{\nu} \) its Lipschitz continuous extension from \( W^k_{p, \nu}(\mathbb{R}; X) \) to \( W^\ell_{p, \nu}(\mathbb{R}; Y) \). Moreover, denote by \( |F_{\nu}|_{\text{Lip}} \) the infimum over all possible Lipschitz constants for \( F_{\nu} \). We call \( F \) eventually \((k, \ell)\)-contracting if \( \limsup_{\nu \to \infty} |F_{\nu}|_{\text{Lip}} < 1 \).

**Theorem 3.7** (\( L_\nu \)-solution theory). Let \( X \) be reflexive and let \( F : C^\infty_c(\mathbb{R}; X) \to C^\infty_c(\mathbb{R}; X)' \) be \((0, -1)\)-contracting. Then, for \( \nu \) large enough, the equation

\[
\hat{\nu} u = F_{\nu}(u)
\]

admits a unique solution \( u \in L_{p, \nu}(\mathbb{R}; X) \).

**Proof.** This result is a special case of Theorem 2.1. \( \square \)

**Remark 3.8.** The analogous result also holds for \((1, 0)\)-contracting mappings. Moreover, since the norm of \( \hat{\nu}^{-1} \) as a mapping from \( L_{p, \nu} \) into itself is bounded by \( \frac{1}{\nu} \), we also get a solution theory for \((0, 0)\)- and \((1, 1)\)-Lipschitz mappings, cf. [14, Corollary 3.4].

As causality is a characterizing feature of time-evolution, we are particularly interested in establishing causality of the solution operator.
Definition 3.9 (Causality). Let $E, F$ be vector spaces. A mapping $W : D(W) \subseteq E^\mathbb{R} \rightarrow F^\mathbb{R}$ is called causal if for all $x, y \in D(W)$ and $t \in \mathbb{R}$ we have

$$\chi_{\mathbb{R}_{<t}}(m)(x - y) = 0 \Rightarrow \chi_{\mathbb{R}_{<t}}(m)(W(x) - W(y)) = 0.$$

Similar to [14, Definition 4.3], we have to define a notion of distributional integrals or distributional convolutions.

Definition 3.10. Let $w \in C^\infty_c(\mathbb{R}; X)'$. Then we define

$$\chi_{[0,\infty)} * w : C^\infty_c(\mathbb{R}; X) \rightarrow \mathbb{K}, \phi \mapsto w(\chi_{(-\infty,0]} * \phi).$$

Remark 3.11. Assume that $X$ is reflexive. For $w \in W_p^{-1}(\mathbb{R}; X)$ we have that $\chi_{[0,\infty)} * w = \tilde{\partial}_v^{-1}w$. Indeed, by Theorem 3.4, we have $w \in W_p^{1}(\mathbb{R}; X)'$ and thus, for $\phi \in C^\infty_c(\mathbb{R}; X)'$, we get that

$$\chi_{[0,\infty)} * w(\phi) = w(\chi_{(-\infty,0]} * \phi) = w(-\tilde{\partial}_v^{-1}\phi) = \langle w, -\tilde{\partial}_v^{-1}\phi \rangle_{0,0} = \langle \tilde{\partial}_v^{-1}w, \phi \rangle_{0,0} = \tilde{\partial}_v^{-1}w(\phi).$$

Theorem 3.12 (Causality). Assume that $X$ is reflexive. Let $F : C^\infty_c(\mathbb{R}; X) \rightarrow C^\infty_c(\mathbb{R}; X)'$ be $(0, -1)$ contracting. Then $\tilde{\partial}_v^{-1}F$ is causal.

Proof. The proof follows essentially along the lines of [14, Theorem 4.5]. Since we are, however, dealing with a Banach space setting here, the arguments are more delicate and thus worth recalling in detail. Let $t \in \mathbb{R}$, $\nu_1$ such that $|F_{\nu}|_{\text{Lip}} < 1$ for all $\nu \geq \nu_1$. Let $\phi \in C^\infty(\mathbb{R})$ be bounded. For $\nu \geq \nu_1$ and $\nu \in C^\infty_c(\mathbb{R}; X)$ and $\psi \in C^\infty_c(\mathbb{R}; X')$ with $\text{supp} \psi \leq t$ we compute

$$|\tilde{\partial}_v^{-1}F_{\nu_1}(v)(\psi) - \tilde{\partial}_v^{-1}F_{\nu_1}(\phi(m)v)(\psi)| = |\chi_{[0,\infty)} * F(v)(\psi) - \chi_{[0,\infty)} * F(\phi(m)v)(\psi)|$$

$$= |\tilde{\partial}_v^{-1}F_{\nu}(v)(\psi) - \tilde{\partial}_v^{-1}F_{\nu}(\phi(m)v)(\psi)|$$

$$= |F_{\nu}(v)(-\tilde{\partial}_v^{-1}\psi) - F_{\nu}(\phi(m)v)(-\tilde{\partial}_v^{-1}\psi)|$$

$$\leq |\tilde{\partial}_v^{-1}\psi|_{W_p^{1}(\mathbb{R}; X')} |v - \phi(m)v|_{L_p(\mathbb{R}; X)}.$$  

By continuity, we deduce that

$$|\tilde{\partial}_v^{-1}F_{\nu_1}(v)(\psi) - \tilde{\partial}_v^{-1}F_{\nu_1}(\chi_{\mathbb{R}_{<t}}(m)v)(\psi)| \leq |\psi|_{L_\infty(\mathbb{R}; X')} |v|_{L_\infty(\mathbb{R}; X')} e^{\nu t} \left(\int_{t}^{\infty} |v(\tau)|^p e^{-p\nu \tau} d\tau\right)^{\frac{1}{p}}.$$  

Hence, letting $\nu \rightarrow \infty$, we get the assertion.
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**Theorem 3.13** (Independence of $\nu$). Assume that $X$ is reflexive. Let $F : C_c^\infty(\mathbb{R}; X) \to C_c^\infty(\mathbb{R}; X)'$ be $(0, -1)$-contracting. Let $\nu_1 \in \mathbb{R}_{>0}$ be such that $|F_\nu|_{\text{Lip}} < 1$ for all $\nu \geq \nu_1$. Let $\nu_2 \geq \nu_1$. Then, if $w_{\nu_1}, w_{\nu_2}$ satisfy

$$\tilde{c}_{\nu_1}w_{\nu_1} = F_{\nu_1}(w_{\nu_1}) \quad \text{and} \quad \tilde{c}_{\nu_2}w_{\nu_2} = F_{\nu_2}(w_{\nu_2}),$$

we have $w_{\nu_1} = w_{\nu_2}$.

*Proof.* The proof follows the ideas of the proof of [14, Theorem 4.6]: Let $t \in \mathbb{R}$, $\nu \in \mathbb{R}_{\geq \nu_1}$. Denoting by $w_\nu$ the solution of

$$\tilde{c}_\nu w_\nu = F_\nu(w_\nu) \in W_{p, \nu}^{-1}(\mathbb{R}; X),$$

we recall $w_\nu \in L_p, \nu(\mathbb{R}; X)$. Moreover, we have due to Theorem 3.12

$$\chi_{\mathbb{R}, t}^{-1}(m) w_\nu = \chi_{\mathbb{R}, t}^{-1}(m) F_\nu(w_\nu) = \chi_{\mathbb{R}, t}^{-1}(m) \tilde{c}_\nu^{-1} F_\nu(\chi_{\mathbb{R}, t}^{-1}(m) w_\nu).$$

Then, as $\tilde{c}_\nu^{-1} F_\nu$ coincides with $\tilde{c}_\nu^{-1} F_\nu$ on $C_c^\infty(\mathbb{R}; X)$ and as an approximating sequence of $C_c^\infty(\mathbb{R}; X)$-functions for $\chi_{\mathbb{R}, t}(m_0) w_{\nu_2}$ can be chosen to converge in both $L_p, \nu_1(\mathbb{R}; X)$ and $L_p, \nu_2(\mathbb{R}; X)$, we arrive at

$$\chi_{\mathbb{R}, t}^{-1}(m) \tilde{c}_{\nu_2}^{-1} F_\nu(\chi_{\mathbb{R}, t}^{-1}(m) w_{\nu_2}) = \chi_{\mathbb{R}, t}^{-1}(m) \tilde{c}_{\nu_1}^{-1} F_\nu(\chi_{\mathbb{R}, t}^{-1}(m) w_{\nu_2}).$$

Hence,

$$\left| \left| \chi_{\mathbb{R}, t}^{-1}(m)(w_{\nu_1} - w_{\nu_2}) \right|_{L_p, \nu_1(\mathbb{R}; X)} \right|_{L_p, \nu_1(\mathbb{R}; X)} = \left| \left| \chi_{\mathbb{R}, t}^{-1}(m)(\tilde{c}_{\nu_1}^{-1} F_\nu(\chi_{\mathbb{R}, t}^{-1}(m) w_{\nu_1}) - \tilde{c}_{\nu_1}^{-1} F_\nu(\chi_{\mathbb{R}, t}^{-1}(m) w_{\nu_2})) \right|_{L_p, \nu_1(\mathbb{R}; X)} \right| \leq \left| \left| \tilde{c}_{\nu_1}^{-1} F_\nu(\chi_{\mathbb{R}, t}^{-1}(m) w_{\nu_1}) - \tilde{c}_{\nu_1}^{-1} F_\nu(\chi_{\mathbb{R}, t}^{-1}(m) w_{\nu_2}) \right|_{L_p, \nu_1(\mathbb{R}; X)} \right| \leq |F_\nu|_{\text{Lip}} \left| \left| \chi_{\mathbb{R}, t}^{-1}(m)(w_{\nu_1} - w_{\nu_2}) \right|_{L_p, \nu_1(\mathbb{R}; X)} \right|_{L_p, \nu_1(\mathbb{R}; X)}.$$

Since $|F_{\nu_1}|_{\text{Lip}} < 1$ the assertion follows. \hfill $\Box$

### 3.3 Examples of admissible delay differential equations

Before we illustrate the applicability of our abstract theorems, we introduce the notion of having delay and of being amnesic for mappings from function spaces into function spaces.

**Definition 3.14.** Let $E, F$ be vector spaces. A mapping $W : D(W) \subseteq E^R \to F^R$ is called **amnesic** if for all $t \in \mathbb{R}$, $x, y \in D(W)$ we have

$$\chi_{\mathbb{R}, t}(m)(x - y) = 0 \Rightarrow \chi_{\mathbb{R}, t}(m)(W(x) - W(y)) = 0$$

$W$ is said to have **delay** if $W$ is not amnesic.
3.3 Examples of admissible delay differential equations

We shall give some examples of mappings having delay.

**Example 3.15** (Discrete delay). For $\theta \in \mathbb{R}$ we define $\tau_\theta : L_{p,\nu}(\mathbb{R}; X) \to L_{p,\nu}(\mathbb{R}; X)$, $f \mapsto (t \mapsto f(t + \theta))$. It is easy to see, that $\tau_\theta$ is not causal for $\theta > 0$, whereas it is amnesic. For $\theta < 0$, $\tau_\theta$ is causal and has delay. For convenience, we compute the operator norm of $\tau_\theta$.

For $f \in C_c^\infty(\mathbb{R}; X)$, we have

$$|\tau_\theta f|_{p,\nu}^p = \int_\mathbb{R} |f(t + \theta)|_X^p e^{-\nu \theta} dt = \int_\mathbb{R} |f(t + \theta)|_X^p e^{-\nu \theta} dt e^{\nu \theta} = |f|_{p,\nu}^p e^{\nu \theta}.$$ 

Thus, $\|\tau_\theta\| = e^{\nu \theta}$.

**Example 3.16** (Continuous delay). The mapping $\Theta : L_{p,\nu}(\mathbb{R}; X) \to L_{p,\nu}(\mathbb{R}; L_p(\mathbb{R}_{<0}; X))$ $\phi \mapsto \phi_\theta(\cdot) := (t \mapsto (\theta \mapsto \phi(t + \theta)))$ clearly has delay. We compute its operator norm. For $f \in C_c^\infty(\mathbb{R}; X)$, we have

$$|\Theta f|_{p,\nu}^p = \int_\mathbb{R} \int_{\mathbb{R}_{<0}} |f(t + \theta)|_X^p \, d\theta e^{-\nu \theta} dt = \int_{\mathbb{R}_{<0}} \int_\mathbb{R} |f(t + \theta)|_X^p e^{-\nu \theta} dt \, e^{\nu \theta} d\theta = \int_{\mathbb{R}_{<0}} |f|_{p,\nu}^p \, e^{\nu \theta} d\theta = |f|_{p,\nu}^p \frac{1}{\nu}.$$ 

Hence, $\|\Theta\| = \frac{1}{\nu}$.

To incorporate initial value problems, it is convenient to have an adapted point trace result.

**Theorem 3.17** (Sobolev embedding). For $\nu \in \mathbb{R}\setminus\{0\}$, define

$$C_\nu(\mathbb{R}; X) := \{ f : \mathbb{R} \to X ; f \text{ continuous}, \quad |f|_{\nu,X} := \sup\{ |e^{-\nu t} f(t)|_X ; t \in \mathbb{R} \} < \infty, \ e^{-\nu t} f(t) \to 0(t \to \pm \infty) \}.$$ 

We endow $C_\nu(\mathbb{R}; X)$ with the norm $|\cdot|_{\nu,X}$ such that it becomes a Banach space. The mapping

$$\iota : C_c^\infty(\mathbb{R}; X) \subseteq W_{p,\nu}^1(\mathbb{R}; X) \to C_\nu(\mathbb{R}; X), \ f \mapsto f$$

is continuous.

**Proof.** We shall only prove the case $\nu > 0$. The case $\nu < 0$ can be dealt with similarly.
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Let $f \in C_c^\infty(\mathbb{R}; X)$ and $s, t \in \mathbb{R}$, $s < t$. Then

$$|f(t) - f(s)| \leq \int_s^t |\partial_\nu f(\xi)| \, d\xi = \int_s^t |\partial_\nu f(\xi)| e^{-\nu \xi} e^{\nu \xi} \, d\xi \leq \left( \int_s^t |\partial_\nu f(\xi)|^p e^{-p \nu \xi} \, d\xi \right)^{\frac{1}{p}} \left( \int_s^t e^{q \nu \xi} \, d\xi \right)^{\frac{1}{q}} \leq |f|_{1,\nu,p} \left( \frac{1}{q^\nu} (e^{q \nu t} - e^{q \nu s}) \right)^{\frac{1}{q}}.$$

Letting $s \to -\infty$ in this inequality, we arrive at

$$e^{-\nu t} |f(t)| \leq \frac{1}{\sqrt[p]{q^\nu}} |f|_{1,\nu,p},$$

which gives the continuity result.

By the aforementioned theorem, $\iota$ can be uniquely continuously extended to $W_{p,\nu}^1(\mathbb{R}; X)$. As the extension of $\iota$ is the extension of the identity mapping, we omit $\iota$ in the following, and choose, without giving explicit reference to it, the continuous representer of a $W_{p,\nu}^1(\mathbb{R}; X)$-function. (It is easy to see that the continuous extension is one-to-one.)

Now, we have all the tools at hand to apply our general solution theory to a number of example cases.

**Example 3.18** (Initial value problems, cf. [14, Theorem 5.4]). Let $\nu > 0$, $u_0 \in X$. Let $F$ be $(0,0)$-Lipschitz and such that $F(\phi) = 0$ for all $\phi \in C_c^\infty(\mathbb{R}; X)$ with supp $\phi \subseteq (-\infty, 0]$. Then the equation

$$\partial_\nu u = F_\nu(u) + \delta u_0$$

admits a unique solution $u \in L_{p,\nu}(\mathbb{R}; X)$ and such that $u - \chi_{\mathbb{R}_{\geq 0}}(m) u \in W_{p,\nu}^1(\mathbb{R}; X)$ and $u(0+) = u_0$ if $\nu$ is chosen sufficiently large.

Unique existence of $u$ follows from our general solution theory. The remaining facts follow from the representation

$$u - \chi_{\mathbb{R}_{\geq 0}}(m) u = u - \partial_\nu^{-1} \delta u_0 = \partial_\nu^{-1} F(u)$$

and causality of $\partial_\nu^{-1} F_\nu$.

---

$^3$By Theorem 3.17, we have that the point evaluation at 0, denoted by $\delta$, is an element of $W_{p,\nu}^{-1}$. For a Banach space element $u_0$ we write $\delta u_0$ for the derivative of the map $t \mapsto \chi_{(0,\infty)}(t) u_0$. Thus, in this sense it holds $\delta u_0 \in W_{p,\nu}^{-1}$. For a Banach space element $u_0$ we write $\delta u_0$ for the derivative of the map $t \mapsto \chi_{(0,\infty)}(t) u_0$. Thus, in this sense it holds $\delta u_0 \in W_{p,\nu}^{-1}$.
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**Example 3.19** (Finite discrete delay). Let $\theta_1, \ldots, \theta_n \in \mathbb{R}_{\leq 0}$ be distinct, and let $\Phi : C^\infty_c(\mathbb{R}; X^n) \to C^\infty_{c+}(\mathbb{R}; X')$ be $(0,-1)$-contracting. Then, for $\nu$ sufficiently large, the equation

$$\partial_\nu u = \Phi_\nu(\tau_0 u, \ldots, \tau_n u)$$

admits a unique solution $u \in L_{p,\nu}(\mathbb{R}; X)$. It suffices to observe that the operator norm of

$$\Theta : L_{p,\nu}(\mathbb{R}; X) \to L_{p,\nu}(\mathbb{R}; X^n), f \mapsto (\tau_0 f, \ldots, \tau_n f)$$

can be estimated arbitrarily close to 1, if $\nu$ was chosen sufficiently large.

**Example 3.20** (Continuous delay). Let $\Phi : C^\infty_c(\mathbb{R}; L_p(\mathbb{R}_{<0}; X)) \to C^\infty_{c+}(\mathbb{R}; X')$ be $(0,-1)$-Lipschitz. Then, for $\nu$ sufficiently large, the equation

$$\partial_\nu u = \Phi_\nu(u(\cdot))$$

admits a unique solution, if $\nu$ is chosen sufficiently large.

The assertion follows from the Example 3.16, where we estimated the operator norm of the mapping $\phi \mapsto \phi(\cdot)$ in the weighted spaces under consideration.

**Example 3.21** (Neutral differential equations). Let $\Phi : C^\infty_c(\mathbb{R}; L_p(\mathbb{R}_{<0}; X^2)) \to C^\infty_{c+}(\mathbb{R}; X')$ be $(0,0)$-Lipschitz. Then the equation

$$\partial_\nu u = \Phi(u(\cdot), (\partial_\nu u)(\cdot))$$

admits a unique solution $u \in W^1_{p,\nu}(\mathbb{R}; X)$, if $\nu$ was chosen large enough.

Consider the mapping

$$\Theta : W^1_{p,\nu}(\mathbb{R}; X) \to L_{p,\nu}(\mathbb{R}; L_p(\mathbb{R}_{<0}; X^2)), f \mapsto (f(\cdot), (\partial_\nu f)(\cdot)).$$

Note that the operator norm of $W^1_{p,\nu}(\mathbb{R}; X) \to L_{p,\nu}(\mathbb{R}; X^2), f \mapsto (f, \partial_\nu f)$ is bounded if $\nu \to \infty$ and that the mapping $L_{p,\nu}(\mathbb{R}; X) \ni f \mapsto f(\cdot) \in L_{p,\nu}(\mathbb{R}; L_p(\mathbb{R}_{<0}; X))$ has operator norm tending to 0 if $\nu \to \infty$, by the aforementioned example. We deduce that $\Theta$ is eventually $(1,0)$-contracting, with arbitrarily small operator norm and that the map $\Phi \circ \Theta$ is eventually $(1,0)$-contracting. Hence, our general solution theory applies.

In the following, we will treat some more concrete examples form the literature.

**Example 3.22.** The following example has been considered in [3, 4, 12] and the references therein. Let $B \in L_1(\mathbb{R}_{<0}; \mathbb{R}^{n \times n})$, $(A_j)_j \in \ell_1(\mathbb{N}; \mathbb{R}^{n \times n})$, $(t_j)_j \in \mathbb{R}^N_{\geq 0}$ and let $f \in L_p(\mathbb{R}; \mathbb{R}^n)$ be such that the support is bounded from below. Consider the problem of finding $x \in L_{p,\nu}(\mathbb{R}; \mathbb{R}^{n \times n})$ such that

$$\partial_\nu x = \sum_{j=0}^{\infty} A_j \tau_{-t_j} x + B \ast x + f.$$
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The unique existence of $x$ follows by observing that the operator

$$F : L_{p,\nu}(\mathbb{R}; \mathbb{R}^n) \to L_{p,\nu}(\mathbb{R}; \mathbb{R}^n)$$

$$x \mapsto \left( \sum_{j=0}^{\infty} A_j \tau_{-t_j} x + B \ast x \right)$$

is Lipschitz continuous. Indeed, Young’s inequality ensures $|B \ast x| \leq |B|_{L^1} |x|$ for all $x \in L_{p,\nu}(\mathbb{R}; \mathbb{R}^n)$. The first term we estimate as follows. Let $x \in L_{p,\nu}(\mathbb{R}; \mathbb{R}^n)$. Then

$$\left| \sum_{j=0}^{\infty} A_j \tau_{-t_j} x \right| \leq \sum_{j=0}^{\infty} |A_j| |x| = |(A_j)_{\ell_1} |x|$$

In [5] the oscillations of possible solutions to the following problem are discussed.

**Example 3.23.** Let $k \in \mathbb{N}, n \in \mathbb{N}_{>0}$ and for $j \in \{0, \ldots, k\}$ let $p_j : \mathbb{R} \to \mathbb{R}$ be continuous and bounded and $\sigma_j \in \mathbb{R}_{>0}$. Let $f \in L_p(\mathbb{R})$ with support bounded from below and consider the following neutral differential equation of $n$‘th order

$$(x - p_0(\tau_{-\sigma_0} x))^{(n)} = \sum_{j=1}^{k} p_j(m) \tau_{-\sigma_j} x + f.$$ 

For $\nu \in \mathbb{R}_{>0}$, we may equally discuss

$$\partial_{\nu}^{n}(x - p_0(\tau_{-\sigma_0} x) = \sum_{j=1}^{k} p_j(m) \tau_{-\sigma_j} x + f.$$ 

The latter is the same as

$$x = \partial_{\nu}^{n} \left( \sum_{j=1}^{k} p_j(m) \tau_{-\sigma_j} x \right) + \partial_{\nu} p_0(m) \tau_{-\sigma_0} x + \partial_{\nu}^{n} f.$$ 

We observe that this is a fixed point problem, which admits a unique solution for $\nu$ large enough. Indeed, the operator norm of

$$\left( \partial_{\nu}^{-n} \left( \sum_{j=1}^{k} p_j(m) \tau_{-\sigma_j} \right) + p_0(m) \tau_{-\sigma_0} \right) : L_{p,\nu}(\mathbb{R}) \to L_{p,\nu}(\mathbb{R})$$

can be estimated by

$$\left\| \partial_{\nu}^{-n} \left( \sum_{j=1}^{k} p_j(m) \tau_{-\sigma_j} \right) + p_0(m) \tau_{-\sigma_0} \right\| \leq \left\| \partial_{\nu}^{-n} \left( \sum_{j=1}^{k} p_j(m) \tau_{-\sigma_j} \right) \right\| + \left\| p_0(m) \tau_{-\sigma_0} \right\|$$

$$\leq \frac{1}{\nu^n} \sum_{j=1}^{k} |p_j|_{\infty} \exp(-\sigma_j \nu) + |p_0|_{\infty} \exp(-\sigma_0 \nu),$$

which is eventually less than 1 if $\nu$ is large enough. Note that for having a solution theory, the continuity of the $p_j$’s was not needed.
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A different class of neutral differential equations, which was considered in \[9, 10\] is as follows. We shall treat the Hilbert space case here for convenience.

**Example 3.24.** Let \( H \) be a Hilbert space and \( M, L \in L(L_2(\mathbb{R}_{<0}; H); H) \). Consider the following equation

\[
(t \mapsto Mx_t)' = (t \mapsto Lx_t) + f, \tag{1}
\]

where \( f \in L_2(\mathbb{R}; H) \) with support bounded from below is given. Our space-time approach prerequisites the consideration of the operator

\[
\Theta : C_c^\infty (\mathbb{R}; H) \to C_c^\infty (\mathbb{R}; L_2(\mathbb{R}_{<0}; H)), \phi \mapsto \phi(\_)
\]

in a slightly different version than before. We note that for \( \phi \in C_c^\infty (\mathbb{R}; H) \) and \( \nu \in \mathbb{R}_{>0} \), we have

\[
\partial_\nu \Theta \phi = \Theta \partial_\nu \phi. \tag{2}
\]

For any \( \nu \in \mathbb{R}_{>0} \) there is a continuous extension \( \Theta_\nu \) as a mapping from \( L_{2,\nu}(\mathbb{R}; H) \) to \( L_{2,\nu}(\mathbb{R}; L_2(\mathbb{R}_{<0}; H)) \). Moreover, for all \( x \in L_{2,\nu}(\mathbb{R}; H) \) we have

\[
\langle \Theta x, \Theta x \rangle = \frac{1}{2\nu} \langle x, x \rangle.
\]

This equality yields the closedness of the range of \( \Theta_\nu \). Continuous extension of (2) for all \( \phi \in W_{1,\nu}^1(\mathbb{R}; H) \) yields that \( \partial_\nu \) leaves \( R(\Theta_\nu) \) invariant. Furthermore, we have the same property for \( \partial_\nu^{-1} \). Hence, our perspective on (1) is the following. Consider

\[
\partial_\nu M(\Theta_\nu x) = L\Theta_\nu x + f.
\]

By the continuous invertibility of \( \Theta \) and the intertwining relation (2), this is the same as to consider

\[
\partial_\nu \Theta_\nu M(\Theta_\nu x) = \Theta_\nu L\Theta_\nu x + \Theta_\nu f.
\]

Assume \( \mathcal{M}_\nu : R(\Theta_\nu) \to R(\Theta_\nu), y \mapsto \Theta_\nu My \) to be continuously invertible. Therefore, we formulate the equation as follows

\[
\partial_\nu \Theta_\nu M(y) = \Theta_\nu Ly + \Theta_\nu f.
\]

for \( y \in R(\Theta_\nu) \). Now, our general solution theory applies to the equation

\[
\partial_\nu y = \Theta_\nu \left( L\mathcal{M}_\nu^{-1}y + f \right).
\]

This yields a unique solution \( y \in R(\Theta_\nu) \). The solution of equation (1) is then given by

\[
x = \Theta_\nu^{-1} \mathcal{M}_\nu^{-1} y.
\]
4 The non-reflexive case – spaces of continuous functions

In this section, we will describe how to adapt the general solution theory of Section 2 to the non-reflexive setting. The main difficulty to overcome is to give appropriate meaning to “eventually \((k, \ell)\)-Lipschitz continuous” in order to state a coherent theory. For the whole section, let \(X\) be a Banach space. We focus here on the \(L^8\)-norm, we could, however, also treat the case of \(L^1\)-functions. As the case of \(L^1\) is a hybrid of distributional derivatives similar to the previous part and the issues resulting from the non-reflexivity of the underlying space as discussed in the following sections, we only consider the \(L^8\)-norm here.

4.1 The time-derivative

The distributional time-derivative as presented in Section 3 cannot be used in the straightforward way by choosing \(L^8\) as underlying space, since the (distributional) time-derivative would not be densely defined anymore. Thus, we consider the more or less classical way of discussing delay differential equations and use the space of Banach space valued continuous functions \(C^\nu_\nu(\mathbb{R}; X)\), which we have already defined in Theorem 3.17, as the underlying space.

**Definition 4.1.** For \(\nu \in \mathbb{R}\), define \(B^\nu_\nu: C^{1}_\nu(\mathbb{R}; X) \to C^{1} (\mathbb{R}; X)\) for \(\nu > 0\) and \(B^{-1}_\nu\) for \(\nu \leq 0\).

**Proposition 4.2.** Let \(\nu \in \mathbb{R}\setminus\{0\}\). Then \(0 \in \partial(\partial_\nu f)\), \(\partial_\nu^{-1} f(t) = \int_{-\infty}^{t} f(\tau)d\tau\) \((t \in \mathbb{R}, \nu > 0)\) and \(\|\partial_\nu^{-1}\| = \frac{1}{|\nu|}\).

**Proof.** For \(f \in C^{1\infty}_\nu(\mathbb{R}; X)\) and \(\nu > 0\), we compute

\[
\left| e^{-\nu t} \int_{-\infty}^{t} f(\tau)d\tau \right| \leq \int_{-\infty}^{t} e^{-\nu \tau} d\tau \|f\|_{C^\nu(\mathbb{R}; X)} = \frac{1}{\nu} \|f\|_{C^\nu(\mathbb{R}; X)}.
\]

In order to see the remaining inequality, for \(n \in \mathbb{N}\) take a function \(\phi_n \in C^{\infty}_\nu(\mathbb{R})\) such that \(0 \leq \phi_n \leq 1\) and \(\phi_n = 1\) on \([-n, n]\). Let \(x \in X\) with \(|x| = 1\) and define \(f_n(t) := e^{\nu t} \phi_n(t) x\) for \(n \in \mathbb{N}, t \in \mathbb{R}\). Note that \(|f_n|_{C^\nu(\mathbb{R}; X)} \leq 1\) for all \(n \in \mathbb{N}\). Moreover, observe that for \(n \in \mathbb{N}\) we have

\[
\sup \{|e^{-\nu t}(\partial_\nu^{-1} f_n)(t)| : t \in \mathbb{R}\} \geq e^{-\nu n} \int_{-n}^{n} e^{\nu \tau} d\tau = \frac{1}{\nu} (e^{\nu n} - e^{-\nu n}) = \frac{1}{\nu} (1 - e^{-2\nu}) \to \frac{1}{\nu} \quad (n \to \infty).
\]
This yields \( \| \partial^\nu \| \geq \frac{1}{\hat{\nu}} \). The case \( \nu < 0 \) is similar.

Hence, \( \partial^\nu \) is a possible choice for \( C \) in the basic solution theory. Before, we state the solution theory also in this case, we define eventually Lipschitz continuous mappings to have a prototype of right-hand sides at hand. We denote \( C^k_c(\mathbb{R}; X) := \chi_k(\partial^\nu) \) for \( k \in \{1, 0, -1\} \). Due to the non-reflexivity of \( C_c(\mathbb{R}; X) \), we cannot define eventual Lipschitz continuity for mappings with values in a space of linear functionals. Instead of characterizing the negative extrapolation spaces as suitable duals, we introduce the space \( C_{-\infty}(\mathbb{R}; X) := \bigcup_{\nu \in \mathbb{R}, \nu > 0} C^\nu_{-\infty}(\mathbb{R}; X) \). In order to compare elements of “negative” spaces for different parameters \( \nu \), we define the following equality relation between these elements: For \( \phi \in C^\nu_{-\infty}(\mathbb{R}; X) \) and \( \psi \in C^\mu_{-\infty}(\mathbb{R}; X) \) we define

\[
\phi = \psi \iff \partial^\nu \phi = \partial^\nu \psi.
\]

**Remark 4.3.** Let \( \phi \in C^\nu_{-\infty}(\mathbb{R}; X) \), \( \psi \in C^\mu_{-\infty}(\mathbb{R}; X) \) with \( \phi = \psi \). Then there exists a sequence \( (\varrho_n)_{n \in \mathbb{N}} \) in \( C^\infty(\mathbb{R}; X) \) such that \( \varrho_n \to \phi \) in \( C^\nu_{-\infty}(\mathbb{R}; X) \) and \( \varrho_n \to \psi \) in \( C^\mu_{-\infty}(\mathbb{R}; X) \) as \( n \to \infty \). Indeed, let \( (\gamma_n)_{n \in \mathbb{N}} \in C^\infty(\mathbb{R}; X) \) be a mollifier and define \( \tilde{\varrho}_n := \gamma_n * \partial^\nu \phi \in C^\nu_{-\infty}(\mathbb{R}; X) \cap C^\mu_{-\infty}(\mathbb{R}; X) \). Then we obtain, due to the continuity of the translation operator

\[
[0, 1] \ni s \mapsto (f \mapsto f(\cdot + s)) \in L(C^\mu_{-\infty}(\mathbb{R}; X))
\]

for each \( \nu \in \mathbb{R}_{>0} \), that \( \tilde{\varrho}_n \to \partial^\nu \phi \) in \( C^\nu_{-\infty}(\mathbb{R}; X) \) and \( C^\mu_{-\infty}(\mathbb{R}; X) \) as \( n \to \infty \). For \( k \in \mathbb{N} \) let now \( \chi_k \in C^\infty(\mathbb{R}) \) such that \( 0 \leq \chi_k \leq 1 \) and \( \chi_k = 1 \) on \( (-k, k) \). Then an easy computation shows \( \chi_k \tilde{\varrho}_n \to \tilde{\varrho}_n \) in \( C^\nu_{-\infty}(\mathbb{R}; X) \) and \( C^\mu_{-\infty}(\mathbb{R}; X) \) as \( k \to \infty \). Hence, we find a strictly increasing sequence \( (k_n)_n \) of integers such that \( (\varrho_n)_n := ((\chi_{k_n} \tilde{\varrho}_n))_n \) has the desired properties.

**Definition 4.4** (eventually \((k, \ell)\)-contracting). Let \( k, \ell \in \{1, 0, -1\} \) and let \( Y \) be a Banach space. A mapping \( F : C^\infty_c(\mathbb{R}; X) \to C_{-\infty}(\mathbb{R}; Y) \) is called eventually \((k, \ell)\)-Lipschitz continuous if the following assumptions are satisfied:

- there exists \( \nu_0 > 0 \) such that for all \( \nu \geq \nu_0 \) we have \( F(0) \in C^\nu_{-\infty}(\mathbb{R}; Y) \),
- there exists \( \nu_1 > 0 \) and \( C > 0 \) such that for all \( \nu \geq \nu_1 \), \( u, v \in C^\infty_c(\mathbb{R}; X) \) we have

\[
|F(u) - F(v)|_{C^\ell(\mathbb{R}; Y)} \leq C |u - v|_{C^k(\mathbb{R}; X)}.
\]

For an eventually \((k, \ell)\)-Lipschitz continuous mapping \( F \), we denote by \( F_\nu \) its Lipschitz continuous extension from \( C^k_c(\mathbb{R}; X) \) to \( C^\ell_c(\mathbb{R}; Y) \). Moreover, denote by \( |F_\nu|_{\text{Lip}} \) the infimum over all possible Lipschitz constants for \( F_\nu \). We call \( F \) eventually \((k, \ell)\)-contracting if

\[
\limsup_{\nu \to -\infty} |F_\nu|_{\text{Lip}} < 1.
\]

**Remark 4.5.** Note that for a \((k, \ell)\)-Lipschitz continuous mapping we have \( F[C^\infty_c(\mathbb{R}; X)] \subseteq \bigcap_{\nu \geq \nu_0} C^\nu_{-\infty}(\mathbb{R}; X) \) for some \( \nu_0 > 0 \), where the intersection is understood with respect to the equality relation defined above.
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Theorem 4.6 (Solution theory). Let \( F : C_\nu^\infty(\mathbb{R}; X) \rightarrow C_{-\infty}(\mathbb{R}; X) \) be \((0, -1)\)-contracting. Then there exists a unique solution \( u \in C_\nu(\mathbb{R}; X) \) of the equation

\[
\partial_\nu u = F_\nu(u)
\]

if \( \nu \) is chosen sufficiently large.

Proof. Clear.

Remark 4.7. The latter theorem also extends to the case of \((1, 0)\)-contracting. Moreover, similar to Section 3 and due to Proposition 4.2, we also have a solution theory for \((0, 0)\)-or \((1, 1)\)-Lipschitz continuous mappings, which is the common situation.

Theorem 4.8 (Causality). Let \( F : C_\varepsilon^\infty(\mathbb{R}; X) \rightarrow C_{-\infty}(\mathbb{R}; X) \) be \((0, -1)\)-contracting. Then \( \partial_\varepsilon^{-1} F_\varepsilon \) is causal if \( \nu \) is chosen sufficiently large.

Proof. Let \( \nu_0 \in \mathbb{R}_{>0} \) be such that \( F \) admits a Lipschitz-continuous extension for all \( \nu \geq \nu_0 \). Let \( \tau \in \mathbb{R} \) and let \( \phi \in C_\varepsilon^\infty(\mathbb{R}) \) be such that \( 0 \leq \phi \leq 1 \), \( \phi(s) = 0 \) for \( s \geq \tau \) and \( \phi(t) = 1 \) for \( t \leq \tau - \varepsilon \) for some \( \varepsilon \in \mathbb{R}_{>0} \). We show that \( \partial_{\nu_0}^{-1} F_{\nu_0}(v)(t) = \partial_{\nu_0}^{-1} F_{\nu_0}(\phi(m)v)(t) \) for \( v \in C_\varepsilon^\infty(\mathbb{R}; X) \) and \( t \leq \tau - \varepsilon \). Let \( \psi \in C_\varepsilon^\infty(\mathbb{R}; X') \) be such that \( \text{sup} \text{sup} \psi \leq \tau - \varepsilon \). We compute for \( v \in C_\varepsilon^\infty(\mathbb{R}; X) \) and \( \eta \geq \nu_0 \)

\[
\int_{\mathbb{R}} |\langle \partial_{\nu_0}^{-1} F_{\nu_0}(v) - \partial_{\nu_0}^{-1} F_{\nu_0}(\phi(m)v), \psi \rangle| \\
\leq \int_{\mathbb{R}} |\partial_{\nu_0}^{-1} F_{\nu_0}(v) - \partial_{\nu_0}^{-1} F_{\nu_0}(\phi(m)v)| |\psi| = \int_{\mathbb{R}} |\partial_{\nu_0}^{-1} F_{\nu_0}(v) - \partial_{\nu_0}^{-1} F_{\nu_0}(\phi(m)v)| |\psi| \\
\leq |\partial_{\eta}^{-1} F_{\eta}(v) - \partial_{\eta}^{-1} F_{\eta}(\phi(m)v)| \int_{-\infty}^{\tau-\varepsilon} |\psi(t)| e^{\eta t} dt \\
\leq |(1 - \phi(m))v| \int_{-\infty}^{\tau-\varepsilon} |\psi(t)| e^{\eta t} dt \\
\leq \sup \{ |e^{-\eta t} \psi(t)| ; \tau - \varepsilon \leq t < \infty \} \int_{-\infty}^{\tau-\varepsilon} |\psi(t)| e^{\eta t} dt \\
= \sup \{ |e^{-\eta(t+\tau-\varepsilon)} \psi(t + \tau - \varepsilon)| ; 0 \leq t < \infty \} \int_{-\infty}^{0} |\psi(t + \tau - \varepsilon)| e^{\eta t + \eta(\tau-\varepsilon)} dt \\
= \sup \{ |e^{-\eta t} \psi(t + \tau - \varepsilon)| ; 0 \leq t < \infty \} \int_{-\infty}^{0} |\psi(t + \tau - \varepsilon)| e^{\eta t} dt \\
\rightarrow 0 \quad (\eta \rightarrow \infty),
\]

where in the third line we have used the definition of equality of elements in \( C_{\nu_0}^{-1}(\mathbb{R}; X) \) and \( C_{\eta}^{-1}(\mathbb{R}; X) \). Thus,

\[
\sup \{|\partial_{\nu_0}^{-1} F_{\nu_0}(v)(t) - \partial_{\nu_0}^{-1} F_{\nu_0}(\phi(m)v)(t) e^{-\nu t}| ; -\infty \leq t \leq \tau - \varepsilon \} = 0.
\]

This yields causality.
Theorem 4.9 (Independence of \( \nu \)). Let \( F : C^\infty_c(\mathbb{R}; X) \to C_{-\infty}(\mathbb{R}; X) \) be \((0, -1)\)-contracting and \( \nu_0 > 0 \) such that \( |F|_{\text{Lip}} < 1 \) for each \( \nu \geq \nu_0 \). Let \( \nu \geq \mu \geq \nu_0 \) and let \( \nu \in C_\nu(\mathbb{R}; X) \), \( \nu \in C_\mu(\mathbb{R}; X) \) denote the solutions of the equations

\[
\partial_\nu \nu = F_\nu(\nu) \quad \text{and} \quad \partial_\mu \mu = F_\mu(\mu),
\]

respectively. Then \( \nu = \nu \).

Proof. Let \( t \in \mathbb{R} \) and let \( \phi \in C^\infty(\mathbb{R}) \) be such that \( 0 \leq \phi \leq 1 \) and \( \phi(s) = 0 \) for \( s \geq t \) and \( \phi(s) = 1 \) for \( s \leq t - \varepsilon \) for some \( \varepsilon > 0 \). Note that for \( w \in C_\nu(\mathbb{R}; X) \) we have \( \phi(m)w \in C_\mu(\mathbb{R}; X) \) with \( |\phi(m)w|_{\mu, \infty} \leq e^{(\nu-\mu)t}|\phi(m)w|_{\nu, \infty} \). Hence, \( \partial_\nu^{-1} F_\nu(\phi(m)\nu) = \partial_\mu^{-1} F_\mu(\phi(m)\nu) \), since we can approximate \( \phi(m)\nu \) by the same sequence of test functions in both spaces \( C_\nu(\mathbb{R}; X) \) and \( C_\mu(\mathbb{R}; X) \). Hence, we obtain by using the causality of \( \partial_\nu^{-1} F_\nu \)

\[
|\chi_{\mathbb{R}, \infty}(m)(\nu - \nu)|_{\mu, \infty} = |\chi_{\mathbb{R}, \infty}(m)(\partial_\nu^{-1} F_\nu(\phi(m)\nu) - \partial_\mu^{-1} F_\mu(\phi(m)\nu))|_{\mu, \infty}
\]

\[
= |\chi_{\mathbb{R}, \infty}(m)(\partial_\mu^{-1} F_\mu(\phi(m)\nu)) - \partial_\mu^{-1} F_\mu(\phi(m)\nu))|_{\mu, \infty}
\]

\[
\leq |F|_{\text{Lip}} |\phi(m)\nu - \phi(m)\nu|_{\mu, \infty}.
\]

Thus, we get \( \chi_{\mathbb{R}, \infty}(\nu) = \chi_{\mathbb{R}, \infty}(\nu) \) for each \( t \in \mathbb{R} \) and hence, \( \nu = \nu \). \( \square \)

4.2 Examples

Let us describe the space \( C_{-\infty}(\mathbb{R}; \mathbb{R}) := C_{-\infty}(\mathbb{R}) \) in more detail. Let \( \mu \) be a Borel measure on \( \mathbb{R} \) such that for some \( \nu > 0 \) we have \( t \mapsto \mu((-\infty, t]) \in C_\nu(\mathbb{R}) \). Then \( \mu \in C_\nu^{-1}(\mathbb{R}) \). Indeed, let \( (g_n)_n \) be a \( C^\infty(\mathbb{R}) \) sequence approximating \( \mu((-\infty, \cdot]) \) in \( C_\nu(\mathbb{R}) \). Then \( g_n \) converges to \( \mu \) in \( C_\nu^{-1}(\mathbb{R}) \). Moreover, the derivative applied to \( \mu((-\infty, \cdot]) \) is just the distributional derivative: Let \( \phi \in C^\infty(\mathbb{R}) \) then we have for \( n \in \mathbb{N} \)

\[
\int_\mathbb{R} g_n' \phi = - \int_\mathbb{R} g_n \phi' = - \int_\mathbb{R} \int_{-\infty}^t \mu(s) \phi'(t) dt = - \int_\mathbb{R} \int s \phi'(t) dt \mu(s) = \int_\mathbb{R} \phi \mu dt.
\]

A particular instance of such measures are bounded measures with support bounded below and a continuous cumulative distribution function. As a non-trivial example we mention the derivative of the “devil’s staircase”.

Another example is the derivative of the function \( f : x \mapsto \chi_{[0, \infty)} \cos(\frac{\pi}{x})x \). Since \( f \) is of unbounded variation, its derivative \((x \mapsto \cos(\frac{\pi}{x}) + \sin(\frac{\pi}{x}) \pi)\) is not a Borel measure.

Example 4.10 (IVP for ODE). Let \( F : D(F) \subseteq X^{\mathbb{R}} \to C_{-\infty}(\mathbb{R}; X) \) with \( F(\phi) = 0 \) for each \( \phi \in C^\infty_c(\mathbb{R}; X)(\subseteq D(F)) \) with \( \text{supp} \phi \subseteq (-\infty, 0) \). We assume that for every \( x \in X \) the mapping

\[
G_x : C^\infty_c(\mathbb{R}; X) \to C_{-\infty}(\mathbb{R}; X)
\]

\[
\phi \mapsto F(\phi + \chi_{[0, \infty)}x)
\]
4.15 Remark

Example 4.13. The operator \( t \mapsto \nu(t) \) has operator norm \( e^{\nu t} \), which can be read off from the following. From

\[
e^{-\nu t} f(t+\theta) = e^{\nu \theta} e^{-\nu (t+\theta)} f(t+\theta)
\]

for \( t \in \mathbb{R} \) and \( f \in C_{c}^{\infty}(\mathbb{R}; X) \), we see that \( \|\tau_{\theta}\| = e^{\nu \theta} \).

Example 4.14. The operator \( C_{\nu}(\mathbb{R}; X) \ni \phi \mapsto \phi(t) \in C_{\nu}(\mathbb{R}; C_{b}(\mathbb{R} \times 0; X)) \) has norm bounded by 1. Indeed, for \( t \in \mathbb{R} \) and \( \phi \in C_{c}^{\infty}(\mathbb{R}; X) \) we compute

\[
|\phi(t)|_{C_{b}(\mathbb{R} \times 0; X)} = \sup_{t \in \mathbb{R}, \theta} |\phi(t+\theta)| = \sup_{t \in \mathbb{R}, \theta} |\phi(t+\theta)e^{-\nu(t+\theta)}| e^{\nu(t+\theta)} \leq |\phi|_{\nu, X} e^{\nu t}.
\]

Remark 4.15. Note that \( \phi \mapsto \phi(t) \) is not a strict contraction for \( \nu \) large as it has been in the \( L_{p} \)-case. Hence, in order to solve equations of the form

\[
\partial_{\nu} u = F_{\nu}(u(t))
\]

\( F_{\nu} \) needs to be \((0, -1)\)-contracting. So, Lipschitz-continuity does not suffice to establish a well-posedness theorem, at least in the continuous case. Moreover, note that this perspective also effects neutral differential equations of the form \( \partial_{\nu} u = F_{\nu}(u(t), (\partial_{\nu} u)(t)) \) for suitable \( F \). In that case one has to assume that \( F \) is \((0, 0)\)-contracting and not only \((0, 0)\)-Lipschitz.
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