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Abstract. We extend the notion of generalized boundary triples and their

Weyl functions from extension theory of symmetric operators to adjoint pairs of
operators, and we provide criteria on the boundary parameters to induce closed

operators with a nonempty resolvent set. The abstract results are applied to

Schrödinger operators with complex Lp-potentials on bounded and unbounded
Lipschitz domains with compact boundaries.

1. Introduction

Abstract boundary value problems for symmetric and self-adjoint operators in
Hilbert spaces can be efficiently treated within the framework of boundary triples
and their Weyl functions, a technique that is nowadays well developed and applied in
various concrete and abstract settings, see, e.g., the monograph [12] for an introduc-
tion into this field, some typical applications to differential operators, and further
references. Henk’s contributions on boundary triples and their generalizations have
inspired many mathematicians in modern analysis, differential equations, and spec-
tral theory. In particular, abstract coupling techniques for boundary triples from
[30] or the notion of boundary relations and their Weyl families from [31, 32, 33],
developed jointly with V.A. Derkach, S. Hassi, and M.M. Malamud, have had a
substantial impact on the field.

The aim of this note is to consider a class of non-symmetric abstract boundary
value problems in the context of adjoint pairs of operators. Such problems have
their roots in the works of M.I. Visik [67], M.S. Birman [20], and G. Grubb [41],
and have been further developed in the framework of (ordinary) boundary triples
by L.I. Vainerman in [66] and V.E. Lyantse and O.G. Storozh in the monograph
[53], see also [10, 24, 25, 26, 43, 44, 55, 56, 57, 60] for more recent developments
and, e.g., [2, 3, 4, 5, 6, 7, 9, 36, 37, 42, 49, 50, 51, 54, 58, 62, 63, 64, 65, 68, 69]
for other closely related approaches and typical applications. In fact, our main
objective is to introduce and to study the notion of generalized boundary triples
and their Weyl functions for adjoint pairs of operators, extending the definition by
V.A. Derkach and M.M. Malamud from [34] (see also [28, 29]) from the symmetric
to the non-symmetric setting. At the same time the present considerations can be
viewed as a special case of the treatment in [8], where the notion of quasi boundary
triples and their Weyl functions for symmetric operators from [13, 14, 15, 17] was
extended to the general framework of adjoint pairs under minimal assumptions on
the boundary maps. Although our abstract treatment in Section 2 in this sense is
contained in [8], many of the general results from [8] simplify substantially in their
assumptions and their formulation.
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The abstract notion of generalized boundary triples for adjoint pairs turns out
to be useful as it can be applied directly to Schrödinger operators with complex
potentials on Lipschitz domains Ω. More precisely, in Section 3 we consider a class
of non-selfadjoint relatively bounded perturbations V ∈ Lp(Ω) of the Laplacian
and provide a generalized boundary triple for the adjoint pair {−∆+ V,−∆+ V },
where the boundary maps are the Dirichlet and Neumann trace operators τD and
τN ; here we rely on properties of the trace operators on Lipschitz domains with
compact boundaries that can be found in, e.g., [11, 40] and are recalled in the
appendix. We apply this generalized boundary triple to obtain sufficient criteria
for boundary parameters in L2(∂Ω) to induce closed realizations of −∆ + V and
−∆ + V with nonempty resolvent set in L2(Ω). More precisely, if the complex
potential V ∈ Lp(Ω) satisfies Assumption 3.1, we conclude in Corollary 3.7 that
the Robin realization

AB = −∆+ V,

domAB =
{
f ∈ H3/2(Ω) : τNf = BτDf, (−∆+ V )f ∈ L2(Ω)

}
,

(1.1)

is a closed operator in L2(Ω) with a nonempty resolvent set; here it is assumed that
the boundary parameter B is a bounded everywhere defined operator in L2(∂Ω).
Furthermore, if A0 denotes the Neumann realization of −∆+ V , and γ, γ̃, and M
are the γ-fields and Weyl function, respectively, associated with the generalized
boundary triple in Theorem 3.3, then the Krein-type resolvent formula

(AB − λ)−1 = (A0 − λ)−1 + γ(λ)
(
I −BM(λ)

)−1
Bγ̃(λ)∗ (1.2)

is valid for all λ ∈ ρ(A0) ∩ ρ(AB). One of the key ingredients in the proofs is
to ensure a decay of the norm of the Weyl function M along the negative axis,
so that the operator I − BM(λ) in (1.2) admits a bounded everywhere defined
inverse in L2(∂Ω). This technique is inspired by [15], where similar methods were
developed for non-self-adjoint extensions of symmetric operators in the context of
quasi boundary triples. We point out that the functions in the domain of AB

in (1.1) exhibit H3/2-regularity, which is natural for realizations of the Laplacian
on (bounded) Lipschitz domains, such as Dirichlet and Neumann realizations; cf.
[45, 46] and [11] for more references and details. We also refer the reader to [1, 22,
23, 21, 27, 37, 38, 39, 48, 61] for related recent contributions on self-adjoint and
non-self-adjoint Robin type boundary conditions.

Notations. For a linear operator A its domain, kernel, and range are denoted by
domA, kerA, and ranA, respectively. If A is an operator in some Hilbert space,
then σp(A) denotes the set of eigenvalues. If, in addition, A is closed, then the
symbols ρ(A) and σ(A) are used for the resolvent set and the spectrum, respectively.
Next, for an open set Ω ⊂ Rn and s ≥ 0 the sets Hs(Ω) are the L2-based Sobolev
spaces of order s, and for a bounded or unbounded Lipschitz domain Ω with compact
boundary and s ∈ [−1, 1] the L2-based Sobolev spaces on ∂Ω are Hs(∂Ω); cf. [59]
for their definitions. Finally, for a Banach space X its dual space is X∗.

2. Generalized boundary triples for adjoint pairs

Let H be a separable Hilbert space and assume that S and S̃ are densely defined
closed operators in H which satisfy the identity

(Sf, g) = (f, S̃g), f ∈ domS, g ∈ dom S̃. (2.1)

It is clear that (2.1) is equivalent to S̃ ⊂ S∗ and S ⊂ S̃∗. In the following a pair

{S, S̃} with the property (2.1) will be called an adjoint pair. Furthermore, we will
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make use of another pair of operators {T, T̃} such that

T = S∗ and T̃ = S̃∗ (2.2)

holds. Note that (2.2) implies T ⊂ S∗ and T̃ ⊂ S̃∗, and that (2.2) is equivalent to

T ∗ = S and T̃ ∗ = S̃. A pair of operators {T, T̃} with the property (2.2) will be

called a core of {S∗, S̃∗}.

2.1. Generalized boundary triples. The next definition is a special case of [8,
Definition 2.1] and should be viewed as the natural generalization of the concept of
generalized boundary triples for symmetric operators from [34], see also [16, 31, 33].

Definition 2.1. Let {S, S̃} be an adjoint pair of operators and let {T, T̃} be a core

of {S∗, S̃∗}. A generalized boundary triple {G, (Γ0,Γ1), (Γ̃0, Γ̃1)} for {S, S̃} consists
of a Hilbert space G and linear mappings

Γ0,Γ1 : domT → G and Γ̃0, Γ̃1 : dom T̃ → G
such that the following holds:

(i) the abstract Green identity

(Tf, g)H − (f, T̃ g)H = (Γ1f, Γ̃0g)G − (Γ0f, Γ̃1g)G

is valid for all f ∈ domT and g ∈ dom T̃ ,

(ii) the mappings Γ0 : domT → G and Γ̃0 : dom T̃ → G are surjective,

(iii) the operators A0 := T ↾ ker Γ0 and Ã0 := T̃ ↾ ker Γ̃0 satisfy

A∗
0 = Ã0 and Ã∗

0 = A0. (2.3)

Let {G, (Γ0,Γ1), (Γ̃0, Γ̃1)} be a generalized boundary triple for {S, S̃} and let

{T, T̃} be a core of {S∗, S̃∗}. We briefly recall some immediate properties that
follow from the more general treatment in [8] and are known for the symmetric
case from [34]. We remark first that (iii) implies

S̃ ⊂ T ⊂ S∗ and S ⊂ T̃ ⊂ S̃∗.

According to [8, Lemma 2.4] we have

domS = ker Γ̃0 ∩ ker Γ̃1 and dom S̃ = ker Γ0 ∩ ker Γ1,

and ran (Γ0,Γ1)
⊤ and ran (Γ̃0, Γ̃1)

⊤ are both dense in G × G by [8, Lemma 2.3].

Furthermore, the mappings Γ0,Γ1 : domT → G and Γ̃0, Γ̃1 : dom T̃ → G are

closable with respect to the graph norm of T and T̃ , respectively. It is also important

to note that the pair {T, T̃} is not unique and may even coincide with {S∗, S̃∗},
which is the case if, e.g.,

dim
(
domS∗/dom S̃

)
= dim

(
dom S̃∗/domS

)
< ∞. (2.4)

In the special situation that {T, T̃} = {S∗, S̃∗} it follows from [8, Proposition 2.6]

that ran (Γ0,Γ1)
⊤ = G × G and ran (Γ̃0, Γ̃1)

⊤ = G × G, which implies that the

restrictions A0 = T ↾ ker Γ0 and Ã0 = T̃ ↾ ker Γ̃0 automatically satisfy (2.3);
cf. [57]. Thus, in this situation the notion of generalized boundary triples from
Definition 2.1 reduces to the special case treated in [26, 57, 53, 66]. In the following
we will be interested in the case

dim
(
domS∗/dom S̃

)
= dim

(
dom S̃∗/domS

)
= ∞,

although our abstract discussion remains valid (in a simplified form) also in the
finite dimensional case (2.4).

The next result is a variant of [8, Theorem 2.7] and can be used to verify that a

pair {T, T̃} is a core of the adjoints of suitable operators S and S̃, respectively.
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Theorem 2.2. Let H and G be Hilbert spaces, let T and T̃ be operators in H, and
assume that there are linear mappings

Γ0,Γ1 : domT → G and Γ̃0, Γ̃1 : dom T̃ → G

such that the following holds:

(i) the abstract Green identity

(Tf, g)H − (f, T̃ g)H = (Γ1f, Γ̃0g)G − (Γ0f, Γ̃1g)G

is valid for all f ∈ domT and g ∈ dom T̃ ,

(ii) the mappings Γ0 : domT → G and Γ̃0 : dom T̃ → G are surjective,

(iii) the operators A0 := T ↾ ker Γ0 and Ã0 := T̃ ↾ ker Γ̃0 satisfy

A∗
0 = Ã0 and Ã∗

0 = A0,

(iv) ker Γ0 ∩ ker Γ1 and ker Γ̃0 ∩ ker Γ̃1 are dense in H.

Then

Sf := T̃ f, f ∈ domS = ker Γ̃0 ∩ ker Γ̃1,

S̃g := Tg, g ∈ dom S̃ = ker Γ0 ∩ ker Γ1,

are closed operators in H and form an adjoint pair {S, S̃} such that {T, T̃} is a core

of {S∗, S̃∗}, and {G, (Γ0,Γ1), (Γ̃0, Γ̃1)} is a generalized boundary triple for {S, S̃}.

2.2. γ-fields and Weyl functions. In the following let {G, (Γ0,Γ1), (Γ̃0, Γ̃1)} be

a generalized boundary triple for {S, S̃}. It follows from (2.3) that the operators

A0 = T ↾ ker Γ0 and Ã0 = T̃ ↾ ker Γ̃0 are both closed and that the resolvent set

of A0 = T ↾ ker Γ0 is nonempty if and only if the resolvent set Ã0 = T̃ ↾ ker Γ̃0

is nonempty. More precisely, one has λ ∈ ρ(A0) if and only if λ ∈ ρ(Ã0), and

µ ∈ ρ(Ã0) if and only if µ ∈ ρ(A0).

Now assume that ρ(A0) ̸= ∅ or, equivalently, ρ(Ã0) ̸= ∅, and recall the direct
sum decompositions

domT = domA0 +̇ ker(T − λ) = ker Γ0 +̇ ker(T − λ), λ ∈ ρ(A0),

dom T̃ = dom Ã0 +̇ ker(T̃ − µ) = ker Γ̃0 +̇ ker(T̃ − µ), µ ∈ ρ(Ã0).

We introduce the γ-fields and Weyl functions following the ideas in [8, 13, 31,
34, 55, 56, 57].

Definition 2.3. Let {G, (Γ0,Γ1), (Γ̃0, Γ̃1)} be a generalized boundary triple and

assume that ρ(A0) ̸= ∅ or, equivalently, ρ(Ã0) ̸= ∅.
(i) The γ-fields γ and γ̃ are defined by

γ(λ) :=
(
Γ0 ↾ ker(T − λ)

)−1
, λ ∈ ρ(A0),

γ̃(µ) :=
(
Γ̃0 ↾ ker(T̃ − µ)

)−1
, µ ∈ ρ(Ã0).

(ii) The Weyl functions M and M̃ are defined by

M(λ) := Γ1

(
Γ0 ↾ ker(T − λ)

)−1
= Γ1γ(λ), λ ∈ ρ(A0),

M̃(µ) := Γ̃1

(
Γ̃0 ↾ ker(T̃ − µ)

)−1
= Γ̃1γ̃(µ), µ ∈ ρ(Ã0).

In the next proposition we collect some properties of the γ-fields and Weyl func-
tions corresponding to a generalized boundary triple, see [8, Proposition 3.3 and
Proposition 3.4] for proofs.
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Proposition 2.4. Let {G, (Γ0,Γ1), (Γ̃0, Γ̃1)} be a generalized boundary triple and

assume that ρ(A0) ̸= ∅ or, equivalently, ρ(Ã0) ̸= ∅. Then the following holds for

λ ∈ ρ(A0) and µ ∈ ρ(Ã0):

(i) γ(λ) and γ̃(µ) are everywhere defined bounded operators from G to H;
(ii) the functions λ 7→ γ(λ) and µ 7→ γ̃(µ) are holomorphic on ρ(A0) and

ρ(Ã0), respectively, and one has

γ(λ) =
(
I + (λ− ν)(A0 − λ)−1

)
γ(ν), λ, ν ∈ ρ(A0),

γ̃(µ) =
(
I + (µ− ω)(Ã0 − µ)−1

)
γ̃(ω), µ, ω ∈ ρ(Ã0);

(iii) γ(λ)∗ and γ̃(µ)∗ are everywhere defined bounded operators from H to G
and one has

γ(λ)∗ = Γ̃1(Ã0 − λ)−1 and γ̃(µ)∗ = Γ1(A0 − µ)−1;

(iv) M(λ) and M̃(µ) are everywhere defined bounded operators in G, and for

fλ ∈ ker(T − λ) and gµ ∈ ker(T̃ − µ) one has

M(λ)Γ0fλ = Γ1fλ and M̃(µ)Γ̃0gµ = Γ̃1gµ;

(v) M(λ) = M̃(λ)∗ and M̃(µ) = M(µ)∗ and one has

M(λ)− M̃(µ)∗ = (λ− µ)γ̃(µ)∗γ(λ),

M(λ)∗ − M̃(µ) = (λ− µ)γ(λ)∗γ̃(µ);

(vi) the functions λ 7→ M(λ) and µ 7→ M̃(µ) are holomorphic on ρ(A0) and

ρ(Ã0), respectively, and for some fixed λ0, µ0 ∈ ρ(A0) ∩ ρ(Ã0) one has

M(λ) = M̃(λ0)
∗ + γ̃(λ0)

∗(λ− λ0)
(
I + (λ− λ0)(A0 − λ)−1

)
γ(λ0),

M̃(µ) = M(µ0)
∗ + γ(µ0)

∗(µ− µ0)
(
I + (µ− µ0)(Ã0 − µ)−1

)
γ̃(µ0).

2.3. Closed extensions and their resolvents. Next we introduce two families
of operators in H as restrictions of T and T̃ via abstract boundary conditions in

G. Let again {G, (Γ0,Γ1), (Γ̃0, Γ̃1)} be a generalized boundary triple for the adjoint

pair {S, S̃}, where {T, T̃} is a core of {S∗, S̃∗}. For linear operators B and B̃ in G
we define the restrictions AB of T and ÃB̃ of T̃ via abstract boundary conditions
in G by

ABf := Tf, domAB :=
{
f ∈ domT : BΓ1f = Γ0f

}
,

ÃB̃g := T̃ g, dom ÃB̃ :=
{
g ∈ dom T̃ : B̃Γ̃1g = Γ̃0g

}
.

(2.5)

It follows from Green’s identity that for a densely defined operator B one has

AB ⊂ (ÃB∗)∗ and ÃB∗ ⊂ (AB)
∗.

In the next lemma, we formulate an abstract version of the Birman-Schwinger

principle to characterize eigenvalues of the extensions AB and ÃB̃ via the Weyl
functions; cf. [8, Corollary 4.3] for a proof.

Lemma 2.5. Let {G, (Γ0,Γ1), (Γ̃0, Γ̃1)} be a generalized boundary triple, assume

that ρ(A0) ̸= ∅ or, equivalently, ρ(Ã0) ̸= ∅, and let M and M̃ be the associated

Weyl functions. Then the following assertions hold for the operators AB and ÃB̃

in (2.5), and all λ ∈ ρ(A0) and µ ∈ ρ(Ã0):

(i) λ ∈ σp(AB) if and only if ker(I −BM(λ)) ̸= {0}, and in this case

ker(AB − λ) = γ(λ) ker(I −BM(λ)).
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(ii) µ ∈ σp(ÃB̃) if and only if ker(I − B̃M̃(µ)) ̸= {0}, and in this case

ker(ÃB̃ − µ) = γ̃(µ) ker(I − B̃M̃(µ)).

In the next theorem we impose abstract conditions on f, g ∈ H, the γ-fields,

Weyl functions, and parameters B and B̃ such that a Krein-type formula for the

inverses of AB−λ and ÃB̃−µ applied to f and g, respectively, becomes meaningful;
cf. [8, Theorem 4.4]. These conditions will be made more explicit in Theorem 2.8.

Theorem 2.6. Let {G, (Γ0,Γ1), (Γ̃0, Γ̃1)} be a generalized boundary triple and as-

sume that ρ(A0) ̸= ∅ or, equivalently, ρ(Ã0) ̸= ∅. Let γ, γ̃ and M,M̃ be the asso-
ciated γ-fields and Weyl functions, respectively. Then the following assertions hold

for the operators AB and ÃB̃ in (2.5), and all λ ∈ ρ(A0) and µ ∈ ρ(Ã0):

(i) If λ ̸∈ σp(AB) and f ∈ H is such that γ̃(λ)∗f ∈ domB and Bγ̃(λ)∗f ∈
ran (I −BM(λ)), then f ∈ ran (AB − λ) and

(AB − λ)−1f = (A0 − λ)−1f + γ(λ)
(
I −BM(λ)

)−1
Bγ̃(λ)∗f.

(ii) If µ ̸∈ σp(ÃB̃) and g ∈ H is such that γ(µ)∗g ∈ dom B̃ and B̃γ(µ)∗g ∈
ran (I − B̃M̃(µ)), then g ∈ ran (ÃB̃ − µ) and

(ÃB̃ − µ)−1g = (Ã0 − µ)−1g + γ̃(µ)
(
I − B̃M̃(µ)

)−1
B̃γ(µ)∗g.

As a corollary of Theorem 2.6 we formulate the following result; cf. [8, Theo-
rem 4.6].

Corollary 2.7. Let the assumptions be as in Theorem 2.6 and let B be a densely
defined operator in G such that for some λ ∈ ρ(A0) one has

γ̃(λ)∗f ∈ domB and Bγ̃(λ)∗f ∈ ran (I −BM(λ)) for all f ∈ H,

and for some µ ∈ ρ(Ã0) one has

γ(µ)∗g ∈ domB∗ and B∗γ(µ)∗g ∈ ran (I −B∗M̃(µ)) for all g ∈ H.

Then AB in (2.5) is a closed operator with a nonempty resolvent set and one has

AB = (ÃB∗)∗.

Now we recall a more direct and explicit criterion in terms of the Weyl function
and the boundary operator B such that AB becomes a closed operator with a
nonempty resolvent set; cf. [8, Corollary 4.9].

Theorem 2.8. Let {G, (Γ0,Γ1), (Γ̃0, Γ̃1)} be a generalized boundary triple and as-

sume that ρ(A0) ̸= ∅ or, equivalently, ρ(Ã0) ̸= ∅. Let γ, γ̃ and M, M̃ be the associ-
ated γ-fields and Weyl functions, respectively.

(i) Assume that B is a closable operator in G such that 1 ∈ ρ(BM(λ0)) for
some λ0 ∈ ρ(A0) and ran (Γ1 ↾ ker Γ0) ⊂ domB. Then AB in (2.5) is a
closed operator, λ0 ∈ ρ(AB), and the Krein-type resolvent formula

(AB − λ)−1 = (A0 − λ)−1 + γ(λ)
(
I −BM(λ)

)−1
Bγ̃(λ)∗

holds for all λ ∈ ρ(A0) ∩ ρ(AB).

(ii) Assume that B̃ is a closable operator in G such that 1 ∈ ρ(B̃M̃(µ0)) for

some µ0 ∈ ρ(Ã0) and ran (Γ̃1 ↾ ker Γ̃0) ⊂ dom B̃. Then ÃB̃ in (2.5) is a

closed operator, µ0 ∈ ρ(ÃB̃), and the Krein-type resolvent formula

(ÃB̃ − µ)−1 = (Ã0 − µ)−1 + γ̃(µ)
(
I − B̃M̃(µ)

)−1
B̃γ(µ)∗

holds for all µ ∈ ρ(Ã0) ∩ ρ(ÃB̃).
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Sketch of the proof of (i). First, the assumption ran (Γ1 ↾ ker Γ0) ⊂ domB and
Proposition 2.4 (iii) imply that Bγ̃(λ0)

∗ is an everywhere defined operator from
H into G. Moreover, as B is closable and γ̃(λ0)

∗ is bounded, Bγ̃(λ0)
∗ is closed

and hence bounded by the closed graph theorem. Next, using the assumption
1 ∈ ρ(BM(λ0)) we conclude λ0 ̸∈ σp(AB) from Lemma 2.5 (i) and, moreover,
we also have ran (I − BM(λ0)) = G. Now it follows from Theorem 2.6 (i) that
ran (AB − λ0) = H and

(AB − λ0)
−1 = (A0 − λ0)

−1 + γ(λ0)
(
I −BM(λ0)

)−1
Bγ̃(λ0)

∗.

Our assumptions ensure that the right hand side is a bounded operator in H and
hence (AB−λ0)

−1 is also bounded, which implies that AB is closed and λ0 ∈ ρ(AB).
Finally, the same arguments as in [8, Proof of Theorem 4.7] show that the Krein-
type resolvent formula

(AB − λ)−1 = (A0 − λ)−1 + γ(λ)
(
I −BM(λ)

)−1
Bγ̃(λ)∗

holds for all λ ∈ ρ(A0) ∩ ρ(AB). □

3. Schrödinger operators with unbounded complex potentials on
Lipschitz domains with compact boundaries

In this section we apply the abstract notion of generalized boundary triples
and their Weyl functions for adjoint pairs to Schrödinger operators with complex
potentials V on Lipschitz domains. Here we treat the case of bounded Lipschitz
domains Ω and exterior Lipschitz domains Ω (that is, complements of the closures
of bounded Lipschitz domains) at the same time; cf. Assumption 3.1 (i) below
and Appendix A. Using the Dirichlet and Neumann trace operators τD and τN on

the space H
3/2
∆ (Ω) (see (3.1) below) we provide a generalized boundary triple for

{−∆+ V,−∆+ V } in Theorem 3.3 and conclude sufficient criteria for Robin-type
boundary conditions BτDf = τNf in Corollary 3.7 to induce closed realizations
with nonempty resolvent set in L2(Ω).

The following assumption is crucial in this section.

Assumption 3.1. Let n ∈ N with n ≥ 2.

(i) Let Ω ⊂ Rn be a bounded Lipschitz domain or an unbounded Lipschitz
domain with compact boundary ∂Ω (i.e. Ω = Rn \ Ω0 with Ω0 being a
bounded Lipschitz domain) and denote the unit normal pointing outward
of Ω by ν.

(ii) Let V : Ω → C be a measurable function such that V ∈ Lp(Ω) with
p ≥ 2n/3 if n > 3 and p > 2 if n = 2, 3.

The L2-based Sobolev spaces on Ω will be denoted by Hs(Ω), s ≥ 0, and we
shall also make use of the Hilbert spaces

Hs
∆(Ω) :=

{
f ∈ Hs(Ω) : ∆f ∈ L2(Ω)

}
, s ≥ 0, (3.1)

equipped with the norms induced by

(f, g)Hs
∆(Ω) := (f, g)Hs(Ω) + (∆f,∆g)L2(Ω), f, g ∈ Hs

∆(Ω). (3.2)

It is clear that for s ≥ 2 the spaces Hs
∆(Ω) coincide with Hs(Ω).

In the next lemma we show that the Sobolev spaces Hs(Ω) are contained in the
domain of the maximal multiplication operator in L2(Ω) induced by some function
W ∈ Lp(Ω) under suitable assumptions on s and p. In particular, if V = W
satisfies Assumption 3.1, then H3/2(Ω) is contained in the domain of the maximal
multiplication operator induced by V in L2(Ω). The proof is similar as the proof
of [18, Proposition 3.8].
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Lemma 3.2. Let Assumption 3.1 (i) be satisfied, let s > 0, let W ∈ Lp(Ω) such that
p ≥ n/s if n > 2s and p > 2 if n ≤ 2s, and let f ∈ Hs(Ω). Then Wf,Wf ∈ L2(Ω)
and for every ε > 0 there exists Cε > 0 such that

∥Wf∥L2(Ω) = ∥Wf∥L2(Ω) ≤ ε∥f∥Hs(Ω) + Cε∥f∥L2(Ω), f ∈ Hs(Ω). (3.3)

In particular, if V ∈ Lp(Ω) is as in Assumption 3.1 (ii), then the above statements
are true for s = 3/2 and W = V , moreover,

H
3/2
∆ (Ω) =

{
f ∈ H3/2(Ω) : −∆f + V f ∈ L2(Ω)

}
=

{
f ∈ H3/2(Ω) : −∆f + V f ∈ L2(Ω)

}
.

(3.4)

Proof. Let W ∈ Lp(Ω) and let

Wm(x) =

{
W (x), if |W (x)| ≤ m,

0, if |W (x)| > m,
m ∈ N.

Then we have Wm ∈ Lp(Ω), m ∈ N, and ∥W − Wm∥Lp(Ω) → 0 as m → ∞. For
f ∈ Hs(Ω) we will make use of the estimate

∥f∥Lq(Ω) ≤ Cq,s∥f∥Hs(Ω), q ∈

{
[2, 2n/(n− 2s)], if n > 2s,

[2,∞), if n ≤ 2s;

cf. [19, Theorem 8.12.6.I]. If n > 2s we use the generalized Hölder inequality with
1/p+ 1/q = 1/2 and 2 ≤ q ≤ 2n/(n− 2s) (and hence p ≥ n/s) and obtain

∥(W −Wm)f∥L2(Ω) ≤ ∥W −Wm∥Lp(Ω)∥f∥Lq(Ω)

≤ Cq,s∥W −Wm∥Lp(Ω)∥f∥Hs(Ω);

the same estimate holds also for n ≤ 2s with 2 ≤ q < ∞ (and hence p > 2).
Therefore, in both cases we conclude

∥Wf∥L2(Ω) ≤ ∥(W −Wm)f∥L2(Ω) + ∥Wmf∥L2(Ω)

≤ Cq,s∥W −Wm∥Lp(Ω)∥f∥Hs(Ω) +m∥f∥L2(Ω),

which implies (3.3).
Finally, if V satisfies Assumption 3.1 (i), then the assumptions of this lemma are

fulfilled for s = 3/2. Since V f, V f ∈ L2(Ω) for any f ∈ H3/2(Ω) it is clear from
(3.1) with s = 3/2 that (3.4) holds. □

We recall that the Dirichlet Laplacian is defined by

HD = −∆, domHD =
{
f ∈ H

3/2
∆ (Ω) : τDf = 0

}
, (3.5)

and the Neumann Laplacian is defined by

HN = −∆, domHN =
{
f ∈ H

3/2
∆ (Ω) : τNf = 0

}
, (3.6)

where the Dirichlet trace

τD : H
3/2
∆ (Ω) → H1(∂Ω) ⊂ L2(∂Ω) (3.7)

and the Neumann trace

τN : H
3/2
∆ (Ω) → L2(∂Ω) (3.8)

are as in (A.2) and (A.8), respectively, with s = 3/2. Both operators HD and
HN in (3.5)–(3.6) are self-adjoint and nonnegative in L2(Ω); they coincide with the
self-adjoint operators associated to the densely defined closed nonnegative forms

hD[f ] = ∥∇f∥2L2(Ω), dom hD = H1
0 (Ω), (3.9)

and

hN [f ] = ∥∇f∥2L2(Ω), dom hN = H1(Ω), (3.10)
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via the first representation theorem [47, Theorem VI.2.1], see, e.g., [11, Theorem 6.9
and Theorem 6.10] for more details and [45, 46] for the H3/2-regularity of the
operator domains. In the following let V ∈ Lp(Ω) be as in Assumption 3.1 and
consider the differential expressions

−∆+ V and −∆+ V .

We define the corresponding minimal operator realizations in L2(Ω) by

S = −∆+ V , domS = H2
0 (Ω),

S̃ = −∆+ V, dom S̃ = H2
0 (Ω),

(3.11)

where H2
0 (Ω) denotes the closure of C

∞
0 (Ω) in the H2-norm and we shall also make

use of the operators

T = −∆+ V, domT = H
3/2
∆ (Ω),

T̃ = −∆+ V , dom T̃ = H
3/2
∆ (Ω).

(3.12)

It is not difficult to check that {S, S̃} form an adjoint pair and that {T, T̃} are well-
defined; cf. (3.4). In the proof of Theorem 3.3 below it will turn out en passant

that {T, T̃} is a core of {S∗, S̃∗}.
In the following we will make use of Theorem 2.2 to construct a generalized

boundary triple for the adjoint pair {S, S̃} in (3.11). To this end, we again consider
the Dirichlet and Neumann trace operators τD and τN from (3.7)–(3.8), and choose
the linear mappings

Γ0 = Γ̃0 = τN and Γ1 = Γ̃1 = τD (3.13)

with domain domT = dom T̃ = H
3/2
∆ (Ω).

Theorem 3.3. Let Assumption 3.1 be satisfied. Consider the linear mappings

Γ0,Γ1 : domT → L2(∂Ω) and Γ̃0, Γ̃1 : dom T̃ → L2(∂Ω)

given by (3.13). Then {L2(∂Ω), (Γ0,Γ1), (Γ̃0, Γ̃1)} is a generalized boundary triple

for the adjoint pair {S, S̃} such that

A0 = T ↾ ker Γ0 = −∆+ V, domA0 =
{
f ∈ H

3/2
∆ (Ω) : τNf = 0

}
,

Ã0 = T̃ ↾ ker Γ̃0 = −∆+ V , dom Ã0 =
{
g ∈ H

3/2
∆ (Ω) : τNg = 0

}
,

(3.14)

coincide with the Neumann realizations of −∆+V and −∆+V , respectively. More-

over, A0 and Ã0 are closed operators in L2(Ω) and there exists ξ1 < 0 such that

(−∞, ξ1) ⊂ ρ(A0) ∩ ρ(Ã0).

Proof. We will verify that the operators T and T̃ in (3.12) and the boundary
mappings in (3.13) satisfy the conditions (i)-(iv) in Theorem 2.2. In fact, for

f, g ∈ domT = dom T̃ = H
3/2
∆ (Ω) we have V f, V g ∈ L2(Ω) and hence

(Tf, g)L2(Ω) − (f, T̃ g)L2(Ω) = (−∆f + V f, g)L2(Ω) − (f,−∆g + V g)L2(Ω)

= (−∆f, g)L2(Ω) − (f,−∆g)L2(Ω)

= (τDf, τNg)L2(∂Ω) − (τNf, τDg)L2(∂Ω)

= (Γ1f, Γ̃0g)L2(∂Ω) − (Γ0f, Γ̃1g)L2(∂Ω),

(3.15)

where we have used (A.14). Thus, (i) in Theorem 2.2 holds. It is clear from

Theorem A.2 that ranΓ0 = ran Γ̃0 = L2(∂Ω) and hence also (ii) is satisfied. In
order to check (iii) we use the fact that the Neumann Laplacian HN in (3.6) is
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self-adjoint and nonnegative in L2(Ω). From Lemma 3.2 and (A.10) we conclude
that for every ε > 0 there exists Cε > 0 such that

∥V f∥L2(Ω) ≤ ε∥HNf∥L2(Ω) + Cε∥f∥L2(Ω), f ∈ domHN .

In other words, V and V are both relatively bounded with respect to HN with
bound smaller than 1 (in fact, with bound 0) and hence it follows from [35, § 3,
Theorem 8.9] that the restrictions A0 = T ↾ ker Γ0 and Ã0 = T̃ ↾ ker Γ̃0 in (3.14)
are closed operators with nonempty resolvent sets and there exists ξ1 < 0 such

that (−∞, ξ1) ⊂ ρ(A0) ∩ ρ(Ã0). Green’s identity (3.15) yields that A0 ⊂ Ã∗
0 and

Ã0 ⊂ A∗
0 and hence also

A0 − λ ⊂ Ã∗
0 − λ and Ã0 − λ ⊂ A∗

0 − λ, λ ∈ (−∞, ξ1).

As A0−λ and Ã0−λ are bijective we conclude A0 = Ã∗
0 and Ã0 = A∗

0, that is, (iii)
in Theorem 2.2 holds. Finally, condition (iv) is satisfied as C∞

0 (Ω) ⊂ ker Γ0∩ker Γ1

and C∞
0 (Ω) ⊂ ker Γ̃0 ∩ ker Γ̃1.

Now it follows from Theorem 2.2 that the operators

T ↾ ker Γ0 ∩ ker Γ1 and T̃ ↾ ker Γ̃0 ∩ ker Γ̃1 (3.16)

form an adjoint pair and {L2(∂Ω), (Γ0,Γ1), (Γ̃0, Γ̃1)} is a generalized boundary
triple. One finds with Lemma A.3 that the domains of the operators in (3.16)
are H2

0 (Ω) and hence these restrictions coincide with the minimal operators in

(3.11). Therefore, {T, T̃} is a core of {S∗, S̃∗} and {L2(∂Ω), (Γ0,Γ1), (Γ̃0, Γ̃1)} is a

generalized boundary triple for {S, S̃}. □

In the next proposition we identify the operators A0 and Ã0 in (3.14) as rep-
resenting operators of the closed sectorial forms (3.17)–(3.18) below, and thus A0

and Ã0 are automatically both m-sectorial. In addition, we provide, as a variant
of [47, Lemma VI.3.1], a useful representation of their resolvents in terms of (the
square root) of the resolvent of the Neumann Laplacian HN in (3.6).

Proposition 3.4. Let Assumption 3.1 be satisfied. Let the operators A0, Ã0, and

HN be as in (3.14) and (3.6), respectively. Then A0 and Ã0 are both m-sectorial
operators associated with the closed sectorial forms

a0[f ] := ∥∇f∥2L2(Ω) +

∫
Ω

V |f |2 dx, dom a0 = H1(Ω), (3.17)

and

ã0[f ] := ∥∇f∥2L2(Ω) +

∫
Ω

V |f |2 dx, dom ã0 = H1(Ω), (3.18)

respectively. Moreover, there exists ξ2 < 0 such that for all λ ∈ (−∞, ξ2) one has

λ ∈ ρ(A0) ∩ ρ(Ã0) and there is a bounded operator C1(λ) with ∥C1(λ)∥ ≤ 1/2 such
that

(A0 − λ)−1 = (HN − λ)−1/2(I + C1(λ))
−1(HN − λ)−1/2 (3.19)

and

(Ã0 − λ)−1 = (HN − λ)−1/2(I + C1(λ)
∗)−1(HN − λ)−1/2. (3.20)

Proof. Recall the definition of the form hN in (3.10) and that the Neumann Lapla-
cian in (3.6) is the self-adjoint operator associated to hN via the first representation
theorem. Next, we consider the form

v[f ] :=

∫
Ω

V |f |2 dx, dom v := dom hN ,
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and employ Lemma 3.2 for W = |V |1/2 ∈ L2p(Ω) and s = 1. It follows that for any

δ > 0, there exists C̃δ > 0 such that

|v[f ]| ≤ ∥|V | 12 f∥2L2(Ω) ≤ δhN [f ] + C̃δ∥f∥2L2(Ω), f ∈ dom hN . (3.21)

This shows that the form v is a relatively bounded perturbation of hN with bound 0.
By [47, Theorem VI.3.4], the form a0 = hN + v is closed and sectorial, and hence

it defines an m-sectorial operator Â0. Via the first Green’s identity (A.15), one

verifies that A0 ⊂ Â0. Since there exists λ0 < 0 such that λ0 ∈ ρ(A0) ∩ ρ(Â0), it

follows that A0 = Â0. This justifies the first claim.
To show (3.19), we slightly adjust the proof of [47, Theorem VI.3.2]. To this end,

recall first that by the second representation theorem, see [47, Theorem VI.2.23 and
Problem VI.2.25], we have for all λ < 0 that

dom hN = domH
1/2
N = dom (HN − λ)1/2

and

(hN − λ)[f, g] = ((HN − λ)1/2f, (HN − λ)1/2g)L2(Ω), f, g ∈ dom hN . (3.22)

Next, it follows from (3.21) with δ = 1/4 that for all λ < λ1 := −4C̃1/4,

|v[f ]| ≤ 1

4
(hN − λ)[f ] +

(
1

4
λ+ C̃1/4

)
∥f∥2L2(Ω) ≤

1

4
(hN − λ)[f ], f ∈ dom hN .

Hence [47, Lemma VI.3.1] yields that for all λ < λ1 there exists a bounded operator
C1(λ) with ∥C1(λ)∥ ≤ 1/2 such that

v[f, g] =
(
C1(λ)(HN − λ)1/2f, (HN − λ)1/2g

)
L2(Ω)

, f, g ∈ dom hN . (3.23)

Combing (3.22) and (3.23), we obtain for all λ < λ1 and all f, g ∈ dom hN that

(a0 − λ)[f, g] = (hN − λ)[f, g] + v[f, g]

=
(
(I + C1(λ))(HN − λ)1/2f, (HN − λ)1/2g

)
L2(Ω)

.

Let further f ∈ domA0 ⊂ dom hN . Then for all g ∈ dom hN ,

((A0 − λ)f, g)L2(Ω) =
(
(I + C1(λ))(HN − λ)1/2f, (HN − λ)1/2g

)
L2(Ω)

,

and hence, since (HN − λ)1/2 is self-adjoint,

(A0 − λ)f = (HN − λ)1/2(I + C1(λ))(HN − λ)1/2f, f ∈ domA0.

Therefore, we have shown that

A0 − λ ⊂ (HN − λ)1/2(I + C1(λ))(HN − λ)1/2. (3.24)

Recall that ∥C1(λ)∥ ≤ 1/2 for all λ < λ1, thus I + C1(λ), and therefore also the
operator on the right hand side of (3.24), is boundedly invertible for such λ. On
the other hand, since A0 − λ is boundedly invertible for all λ < λ0 (see above), we
arrive at

A0 − λ = (HN − λ)1/2(I + C1(λ))(HN − λ)1/2 (3.25)

for all λ < ξ2 := min {λ0, λ1}. Finally, (3.19) follows by inverting (3.25), and the

assertions for ã0 and Ã0 follow in the same way by replacing V with V and taking
adjoints. □

In the rest of this section we use the triple {L2(∂Ω), (Γ0,Γ1), (Γ̃0, Γ̃1)} to show
that restrictions of T that satisfy Robin-type boundary conditions τNf = BτDf
for a bounded operator B in L2(∂Ω) are closed and have nonempty resolvent set,
and we provide an explicit Krein-type resolvent formula for these operators; cf.
Corollary 3.7. For that purpose we use decay properties of the associated Weyl
function; for this we need the following preparatory lemma.
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Lemma 3.5. Let Assumption 3.1 be satisfied. Then there exists ξ3 ≤ −1 such that
for all λ ∈ (−∞, ξ3) and all δ > 0 the densely defined operator

Γ1(HN − λ)−1/4−δ = Γ̃1(HN − λ)−1/4−δ

admits an everywhere defined bounded extension

C2(λ) : L
2(Ω) → L2(∂Ω),

which is uniformly bounded in λ ∈ (−∞, ξ3).

Proof. Throughout the proof, we assume that λ ≤ ξ1 − 1, where ξ1 < 0 is as in
Theorem 3.3. First, we claim for any a ≥ 0 that

(HN − λ)−a : L2(Ω) → Hmin {1,2a}(Ω) (3.26)

is well-defined and uniformly bounded in λ ≤ ξ1 − 1. For a = 0 this is clearly
true. Next, we consider the case a = 1/2. Let f ∈ L2(Ω) and let hN be the form
in (3.10). Then one gets with the help of the second representation theorem [47,
Theorem VI.2.23] applied for the nonnegative operator HN − λ, λ ≤ ξ1 − 1 that

∥(HN − λ)−1/2f∥2H1(Ω) ≤ (hN − λ)[(HN − λ)−1/2f ] + ∥(HN − λ)−1/2f∥2L2(Ω)

≤ 2∥f∥2L2(Ω),

which yields the claim in (3.26) for a = 1/2. Thus, the statement for a ∈ (0, 1/2) fol-
lows from an interpolation argument, see, e.g., [52]. Eventually, the claim in (3.26)
is also true for a > 1/2, as then (HN − λ)−a+1/2 is uniformly bounded in L2(Ω) in
λ ≤ ξ1 − 1, and thus

∥(HN − λ)−a∥L2(Ω)→H1(Ω)

≤ ∥(HN − λ)−1/2∥L2(Ω)→H1(Ω)∥(HN − λ)−a+1/2∥L2(Ω)→L2(Ω) ≤ C.

To proceed, denote by τD the Dirichlet trace defined on Hmin {1/2+2δ,1}; cf. (A.1).

Clearly, τD is an extension of Γ1 = Γ̃1, and taking (3.26) for a = 1/4+δ into account,
we find that

C2(λ) := τD(HN − λ)−1/4−δ : L2(Ω) → L2(∂Ω)

is well-defined and uniformly bounded with respect to λ ∈ (−∞, ξ3), if ξ3 is chosen
smaller than ξ1 − 1. □

In the next proposition we collect some properties of the Weyl functions corre-

sponding to the generalized boundary triple {L2(∂Ω), (Γ0,Γ1), (Γ̃0, Γ̃1)}. In partic-

ular, in item (iv) we prove decay estimates for M and M̃ .

Proposition 3.6. Let Assumption 3.1 be satisfied. Let M and M̃ be the Weyl func-

tions corresponding to the generalized boundary triple {L2(∂Ω), (Γ0,Γ1), (Γ̃0, Γ̃1)}
in Theorem 3.3. Then the following holds for all λ ∈ ρ(A0) and µ ∈ ρ(Ã0):

(i) M(λ)τNfλ = τDfλ for fλ ∈ H
3/2
∆ (Ω) such that (−∆+ V )fλ = λfλ;

(ii) M̃(µ)τNgµ = τDgµ for gµ ∈ H
3/2
∆ (Ω) such that (−∆+ V )gµ = µgµ;

(iii) ranM(λ) ⊂ H1(∂Ω) and ran M̃(µ) ⊂ H1(∂Ω), and, in particular, the

operators M(λ) and M̃(µ) are compact in L2(∂Ω);
(iv) For all ε > 0 there exists a constant C = C(ε) such that

∥M(λ)∥ ≤ C|λ|−1/2+ε and ∥M̃(µ)∥ ≤ C|µ|−1/2+ε, λ, µ → −∞.

Proof. Items (i) and (ii) are immediate consequences from Proposition 2.4 (iv). It
is also clear from the mapping properties of the Dirichlet trace τD in Theorem A.1

that ranM(λ) ⊂ H1(∂Ω) and ran M̃(µ) ⊂ H1(∂Ω). Furthermore, it is easy to check

that M(λ) and M̃(µ) are closed as operators from L2(∂Ω) to H1(∂Ω) and hence
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bounded. Since ∂Ω is compact the embedding H1(∂Ω) ↪→ L2(∂Ω) is a compact
operator and this implies (iii). In order to verify the claim on M in (iv) (the

assertion on M̃ can be shown in a similar way) we employ the resolvent formula
(3.20) and Lemma 3.5. In detail, with ε > 0 small and λ < 0 sufficiently negative,

M(λ) = Γ1γ(λ)
∗∗

= Γ1

(
Γ̃1(Ã0 − λ)−1

)∗
= Γ1

(
Γ̃1(HN − λ)−1/2(I + C1(λ)

∗)−1(HN − λ)−1/2
)∗

= Γ1

(
Γ̃1(HN − λ)−1/4−ε/2(HN − λ)−1/4+ε/2(I + C1(λ)

∗)−1

× (HN − λ)−1/4+ε/2(HN − λ)−1/4−ε/2
)∗

= Γ1(HN − λ)−1/4−ε/2(HN − λ)−1/4+ε/2(I + C1(λ))
−1

× (HN − λ)−1/4+ε/2(Γ̃1(HN − λ)−1/4−ε/2)∗.

By Lemma 3.5 the operator Γ1(HN − λ)−1/4−ε/2 = Γ̃1(HN − λ)−1/4−ε/2 admits a
uniformly bounded extension C2(λ), thus for all λ < 0 sufficiently negative (recall
that ∥C1(λ)∥ ≤ 1/2 from Proposition 3.4)

∥M(λ)∥ ≤ ∥C2(λ)∥|λ|−1/4+ε/22|λ|−1/4+ε/2∥C2(λ)
∗∥ = 2∥C2(λ)∥2|λ|−1/2+ε,

as claimed. □

Finally, we formulate a corollary of Theorem 2.8 in the context of Schrödinger
operators with complex potentials satisfying Assumption 3.1. For simplicity we
assume that the parameter B in the boundary condition is a bounded everywhere
defined operator in L2(∂Ω), so that the condition 1 ∈ ρ(BM(λ0)) in Theorem 2.8
is satisfied for all λ0 < 0 sufficiently negative by Proposition 3.6 (iv).

Corollary 3.7. Let Assumption 3.1 be satisfied and let B be a bounded everywhere
defined operator in L2(∂Ω). Then

AB = −∆+ V, domAB =
{
f ∈ H

3/2
∆ (Ω) : τNf = BτDf

}
,

is a closed operator with a nonempty resolvent set, there exists ξ4 < 0 such that
(−∞, ξ4) ⊂ ρ(A0) ∩ ρ(AB), and the Krein-type resolvent formula

(AB − λ)−1 = (A0 − λ)−1 + γ(λ)
(
I −BM(λ)

)−1
Bγ̃(λ)∗ (3.27)

is valid for all λ ∈ ρ(A0) ∩ ρ(AB), where γ and γ̃ are the γ-fields associated to the

generalized boundary triple {L2(∂Ω), (Γ0,Γ1), (Γ̃0, Γ̃1)} and M is the Weyl function.

For completeness we note that the operator γ̃(λ)∗ = Γ1(A0 − λ)−1 is closed and
hence bounded as an operator from L2(Ω) to H1(∂Ω). Since it is assumed that
the boundary of the Lipschitz domain Ω is compact it follows that the embedding
H1(∂Ω) ↪→ L2(∂Ω) is compact, and hence γ̃(λ)∗ is a compact operator from L2(Ω)
to L2(∂Ω). Therefore, under the assumptions in Corollary 3.7 the perturbation
term in the resolvent formula (3.27) is compact in L2(Ω) and it follows that AB is
a compact perturbation of A0 in resolvent sense.

Remark 3.8. An alternative approach to define Robin-type operators is via qua-
dratic forms. Notice first that by the perturbation arguments in the proof of Propo-
sition 3.4 and the boundedness of B and of τD : H1(Ω) → L2(∂Ω), it follows that
the form

aB [f ] := ∥∇f∥2L2(Ω) +

∫
Ω

V |f |2 − (BτDf, τDf)L2(∂Ω), dom aB := H1(Ω), (3.28)
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is closed and sectorial. Thus aB defines an m-sectorial operator ÂB via the first
representation theorem [47, Theorem VI.2.1], in detail

ÂBf = (−∆+ V )f,

dom ÂB = {f ∈ H1(Ω) : (−∆+ V )f ∈ L2(Ω) and

aB [f, ϕ] = ((−∆+ V )f, ϕ)L2(Ω) for all ϕ ∈ H1(Ω)}.

(3.29)

Using the definition of the Neumann trace, it is straightforward to verify that

AB ⊂ ÂB and since ρ(AB) ∩ ρ(ÂB) ̸= ∅, we arrive at AB = ÂB . One advantage
of the generalized boundary triple approach lies in the explicit description of the
operator domain, including the H3/2-regularity and the boundary condition, as well
as the immediate availability of the resolvent formula (3.27).

Appendix A. Dirichlet and Neumann trace maps on Lipschitz domains
with compact boundary

In this appendix we briefly collect some properties of the Dirichlet and Neumann
trace maps on Lipschitz domains; for bounded Lipschitz domains the results are
known from [11, 40]. Recall first that for a bounded Lipschitz domain Ω ⊂ Rn,
n ≥ 2, it is well known that for s ∈ (1/2, 3/2) the Dirichlet trace map f 7→ f |∂Ω for
f ∈ C∞(Ω) admits a unique continuous extension

τD : Hs(Ω) → Hs−1/2(∂Ω), f 7→ τDf, s ∈ (1/2, 3/2), (A.1)

and this extension has a continuous right inverse; cf. [59, Theorem 3.38]. Similarly,
if Ω is an unbounded Lipschitz domain with compact boundary and χ : Ω → [0, 1]
is a smooth function equal to 1 near ∂Ω and equal to 0 sufficiently far away from
∂Ω, then one considers τDf := τD(χf), so that (A.1) extends naturally also to such
domains.

Now it will be explained that the Dirichlet trace operator can be extended to the
endpoints s = 1/2 and s = 3/2 if one assumes some additional slight regularity in

the Hs spaces, that is, one considers the spaces H
1/2
∆ (Ω) and H

3/2
∆ (Ω) from (3.1).

For bounded Lipschitz domains the next theorem is a variant of [11, Theorem 3.6
and Corollary 3.7], see also [40, Lemma 3.1].

Theorem A.1. Let Assumption 3.1 (i) be satisfied. Then for all s ∈ [1/2, 3/2] the
Dirichlet trace map (A.1) gives rise to a bounded, surjective operator

τD : Hs
∆(Ω) → Hs−1/2(∂Ω) (A.2)

(where Hs
∆(Ω) is equipped with the norm induced by (3.2)), with bounded right-

inverse. In addition, for each s ∈ [1/2, 3/2], we have

ker τD ⊂ H3/2(Ω) (A.3)

and there exists C > 0 such that if f ∈ H
1/2
∆ (Ω) and τDf = 0, then f ∈ H3/2(Ω)

and

∥f∥H3/2(Ω) ≤ C
(
∥f∥L2(Ω) + ∥∆f∥L2(Ω)

)
. (A.4)

Proof. If Ω is a bounded Lipschitz domain, then the assertions are contained in
[11, Corollary 3.7]. In the case that Ω is unbounded with compact boundary the
assertions follow with standard localization methods. We briefly sketch the main
arguments: First of all choose a C∞(Ω)-function χ : Ω → [0, 1] such that χ(x) = 1
for all x ∈ Ω with dist(x, ∂Ω) < 1 and χ(x) = 0 for all x ∈ Ω with dist(x, ∂Ω) > 2.
For f ∈ Hs

∆(Ω) we obtain from ∆f ∈ L2(Ω) and standard elliptic regularity that
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f ∈ H2
loc(Ω) and hence, as ∇χ is compactly supported in Ω, ∇χ · ∇f ∈ H1(Ω).

Therefore,

∆(χf) = (∆χ)f + 2∇χ · ∇f + χ(∆f) ∈ L2(Ω), (A.5)

and as χf ∈ Hs(Ω), see [59, Theorem 3.20], it follows that χf ∈ Hs
∆(Ω), and thus

also (1− χ)f ∈ Hs
∆(Ω). In particular, as (1− χ)f vanishes near ∂Ω one considers

the Dirichlet trace

τDf := τD(χf), f = χf + (1− χ)f ∈ Hs
∆(Ω).

Then the assertions of the theorem follow when taking into account that χf vanishes
sufficiently far away from ∂Ω, so that the properties for the Dirichlet trace on a
bounded Lipschitz domain can be used. For the estimate (A.4) one uses that

∥χg∥L2(Ω) + ∥∆(χg)∥L2(Ω) ≤ C
(
∥g∥L2(Ω) + ∥∆g∥L2(Ω)

)
, g ∈ L2

∆(Ω) := H0
∆(Ω).
(A.6)

Indeed, as in (A.5) one finds for g ∈ L2
∆(Ω) that χg ∈ L2

∆(Ω). Moreover, as L2
∆(Ω)

is continuously embedded in L2(Ω) and the multiplication by χ gives rise to a
bounded operator in L2(Ω), one can verify that the multiplication by χ is a closed
operator in L2

∆(Ω). Therefore, by the closed graph theorem, one gets that (A.6) is
true. Therefore, using (A.4) on bounded Lipschitz domains for χf and (A.6) we
conclude

∥χf∥H3/2(Ω) ≤ C
(
∥χf∥L2(Ω) + ∥∆(χf)∥L2(Ω)

)
≤ C

(
∥f∥L2(Ω) + ∥∆f∥L2(Ω)

)
.

(A.7)

To get a similar estimate for (1 − χ)f , note first that, as 1 − χ is zero in a neigh-
borhood of ∂Ω, one has for the zero extension g̃ of (1 − χ)f by standard elliptic
regularity arguments that g̃ ∈ H2(Rn). As the graph norm associated with −∆ in
Rn is equivalent with the norm in H2(Rn), the estimate

∥(1− χ)f∥H3/2(Ω) ≤ ∥g̃∥H2(Rn) ≤ C
(
∥∆g̃∥L2(Rn) + ∥g̃∥L2(Rn)

)
= C

(
∥∆((1− χ)f)∥L2(Ω) + ∥(1− χ)f∥L2(Ω)

)
holds. Next, one finds as in (A.6) that the multiplication by 1 − χ gives rise to
a bounded operator in L2

∆(Ω). By combining this with the last displayed formula
one verifies ∥(1 − χ)f∥H3/2(Ω) ≤ C(∥f∥L2(Ω) + ∥∆f∥L2(Ω)), which finally implies

with (A.7) the estimate in (A.4) for unbounded domains. □

Now we turn to the Neumann trace operator f 7→ ν · ∇f |∂Ω for f ∈ C∞(Ω) ∩
L2(Ω). For the case of a bounded Lipschitz domain Ω the next result is contained
in [11, Theorem 5.4 and Corollary 5.7] (see also [40, Lemma 3.2]) and for the case
that Ω is unbounded with compact boundary the same localization arguments as
in the proof of Theorem A.1 can be applied to verify the statement; we leave the
details to the reader. We recall that (Ht(∂Ω))∗ = H−t(∂Ω) for t ∈ [−1, 1].

Theorem A.2. Let Assumption 3.1 (i) be satisfied. Then for all s ∈ [1/2, 3/2] the
Neumann trace map induces a bounded, surjective operator

τN : Hs
∆(Ω) → Hs−3/2(∂Ω) (A.8)

(where Hs
∆(Ω) is equipped with the norm induced by (3.2)), with bounded right-

inverse. In addition, for each s ∈ [1/2, 3/2], we have

ker τN ⊂ H3/2(Ω) (A.9)

and there exists C > 0 such that if f ∈ H
1/2
∆ (Ω) and τNf = 0, then f ∈ H3/2(Ω)

and

∥f∥H3/2(Ω) ≤ C
(
∥f∥L2(Ω) + ∥∆f∥L2(Ω)

)
. (A.10)
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Furthermore, if f ∈ H
3/2
∆ (Ω), then τNf = ν · τD(∇f).

Next, we recall a version of the second Green identity for the trace operators in
Theorem A.1 and Theorem A.2. Observe first that for s ∈ [1/2, 3/2] and f ∈ Hs

∆(Ω)
we have

τDf ∈ Hs−1/2(∂Ω) and τNf ∈ Hs−3/2(∂Ω) =
(
H3/2−s(∂Ω)

)∗
, (A.11)

and in the same way for g ∈ H2−s
∆ (Ω) we have

τDg ∈ H3/2−s(∂Ω) and τNg ∈ H1/2−s(∂Ω) =
(
Hs−1/2(∂Ω)

)∗
. (A.12)

Then for s ∈ [1/2, 3/2] and f ∈ Hs
∆(Ω), g ∈ H2−s

∆ (Ω) one has

(−∆f, g)L2(Ω) − (f,−∆g)L2(Ω) = ⟨τDf, τNg⟩Hs−1/2(∂Ω)×(Hs−1/2(∂Ω))∗

− ⟨τNf, τDg⟩(H3/2−s(∂Ω))∗×H3/2−s(∂Ω);
(A.13)

cf. [11, Corollary 5.7] for bounded Ω; the case of unbounded Lipschitz domains
with compact boundary can again be handled with a localization argument as in

the proof of Theorem A.1. In particular, for f, g ∈ H
3/2
∆ (Ω) the traces in (A.11)

and (A.12) are contained in L2(∂Ω) and (A.13) takes the form

(−∆f, g)L2(Ω) − (f,−∆g)L2(Ω) = (τDf, τNg)L2(∂Ω) − (τNf, τDg)L2(∂Ω). (A.14)

Furthermore, for f ∈ H1
∆(Ω) and g ∈ H1(Ω) the first Green identity

(−∆f, g)L2(Ω) = (∇f,∇g)L2(Ω;Rn) − ⟨τNf, τDg⟩H−1/2(∂Ω)×H1/2(∂Ω)

holds; cf. [59, Theorem 4.4 (i)]. If, in addition, f ∈ H
3/2
∆ (Ω), then τNf is contained

in L2(∂Ω) and one has

(−∆f, g)L2(Ω) = (∇f,∇g)L2(Ω;Rn) − (τNf, τDg)L2(∂Ω). (A.15)

In the next lemma we collect an additional regularity property for the functions
f ∈ Hs

∆(Ω) that satisfy τDf = τNf = 0. The assertion follows from (A.3), (A.9),
and [11, Theorem 6.12 and Remark 5.8] for bounded Lipschitz domains and extends
with the help of localization arguments as in the proof of Theorem A.1 also to
unbounded Lipschitz domains with compact boundary.

Lemma A.3. Let Assumption 3.1 (i) be satisfied and let s ∈ [1/2, 3/2]. Then the
Dirichlet and Neumann trace operators

τD : Hs
∆(Ω) → Hs−1/2(∂Ω) and τN : Hs

∆(Ω) → Hs−3/2(∂Ω)

satisfy ker τD ∩ ker τN = H2
0 (Ω).
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