RANDOM MATRICES WINTER 2024

FRANZ LEHNER AND ADRIAN CELESTINO

EXERCISE SET 2

Exercise 1 (Hafnian and Pfaffian). Let A be a symmetric resp. antisymmetric 2n X 2n-matrix.
The numbers

haf(A) = Z H a;j resp. pf(A) = Z sgn(m H ai;
w€Pa(n) {ijrem TEP2(n) {i.j}em

are called the Hafnian resp. Pfaffian of A. Here the signature of a matching 7 is defined as
follows: If m# = {{i1,j1},.. ., {in,Jn}} with iy < jx and iy < iy < --- < iy, then sgn(m) =
sgn(o,), where o, is the permutation such that o, (2k — 1) = iy and 0,(2k) = ji, i.e.,

(1 2 3 4 -+ 2m—1 2n)
sgn(m) =sgn | .

1 J1 2 J2 - in In

(1) Show that for a symmetric resp. antisymmetric matrix A

n|2n Z HaU(Ql 1)o(27)- pf(A) = n'12n Z Sgn Haa 2i—1)o(2i)-

c€Syy, i=1 ’ oE€San, i=1

haf(A

(2) Show that for any n x n matrix C,

0 C n(n— 0 C
per(C) = haf (CT 0> and  det(C) = (—1)"=1/2 pf (—CT 0>

where

per(C) = Z Ha”(i)

€S, =1
is the permanent of a matrix C.
Exercise 2 (Complex Isserlis-Wick formula).
(1) Prove the complex Isserlis-Wick formula: let Zy,...,Z, be independent standard com-
plex Gaussian random variables and consider Y3,...,Y, € {71, Z,...,Z,,Z,}. Then
E(Y:--Y,) = > E.(Yi,...,Y,)

TEP2(n) _
connecting Z; with Z;

= |{pairings of {1,...,n} which connect Z; with Zl}| .
(2) Show that if Z is a standard complex Gaussian random variable, then
E(Z"Z™) = 6pmn!.

Exercise 3 (Stein’s Lemma).
(1) Let X and Y be two jointly normally distributed random variables and g be a differen-
tiable function. Show that

Cov(g(X),Y) = Cov(X,Y)E(¢'(X)).
(2) If (Xq,...,X,) ~N(, X), show that
E(g(X)(X — n)) = 2 -E(Vg(X)).
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Exercise 4. Recall that a standard real Gaussian random matrix GOE(N) is a random matrix

of the form
o L (A+¢F)
N — \/N 9 )

where A = (a;;);;—; is a random matrix with where a;; are i.i.d. with distribution A(0,1).
Similarly, a standard Hermitian complex Gaussian random matrix GUE(N) is a random matrix

of the form
1 CA+m%HA+mﬁ>
VN 2 ’

where A = (aij)fyjzl and B = (bij)%zl are independent random matrices with where a;;, b; ; are
i.i.d. with distribution N(0,1).
(1) Let Xy = (z45) ~ GOE(N). Compute E(z3), E(27;) and E(zzy).
(2) Let Xy = (z;;) ~ GUE(N). Compute E(|z;;|*) and E(z;;xx).
(3) Show that GUE is invariant under unitary conjugation, i.e. if Xy ~ GUE(N) then
UXNU* ~ GUE(N), for any U unitary N x N matrix.

Xy =

Exercise 5.
(1) Let Xy ~ GUE(N) and A; € CN*V for i = 1,2, 3,4. Compute

E% Tr (AlXNAQXN) and E% TI"(XNAlxNAQXNAgXNA4)

in terms of traces of products of A;’s.
(2) Let Xy,Yy independent random matrices in GUE(N). Compare the asymptotic be-
havior of Ex Tr(XnyYyXyYy) and E+ Tr(X3Y2) as N — oo.

Exercise 6. Let A = (aij)gjzl be a GUE(N) random matrix with entries a;; = z;; and a;; =

x;; + iy;;. Consider the N 2 random vector
(IL‘H, e s NN, LINy -+ - 3y TN-1N, Y125 - - -y YIN, - - - ayN—lN)-
Show that the random vector has the density

2
Cexp (—NTI(QA )> dA,

where C' is a constant and v
i=1 i<j
Evaluate the constant C.
Exercise 7. We say that a partition © € P(n) has type (r1,...,r,) if it has r; blocks of size i.
Show that the number of partitions of [n] of type (ry,ry...,7,) is
n!
(AN (272 -« (n)rnry gl o,




