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Exercise Set 5

Exercise 1. Let {mn}n≥0 be a sequence of moments of a probability measure µ and for n ≥ 1
define

∆n =
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the corresponding Hankel determinant. Show

(1) The orthogonal polynomials of µ are given by

pn(x) =
1√

∆n−1∆n
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.

(2) bn =

√
∆n−1∆n+1

∆n

for any n ≥ 1.

(3) The monic orthogonal polynomials {p̃n}n≥0 satisfy the following recursion:

xp̃n = p̃n+1(x) + anp̃n(x) + b2n−1p̃n−1(n).

Exercise 2. Let µ be a probability measure and {pn(x)}n≥0 be the corresponding orthogonal
polynomials with Jacobi parameters

(0.1) xpn(x) = bnpn+1(x) + anpn(x) + bn−1pn−1(x)

with p0(x) = 1 and p1(x) =
x−a0
b0

. We set

Kn(x, y) =
n∑

k=0

pn(x)pn(y)

Gn(z) =
1

z − a0 −
b20

z − a1 −
b21

z − a2 −
b22

. . .
. . .

z − an−1

qn(x) =

∫
∂Pn(x, y) dµ(y) :=

∫
pn(x)− pn(y)

x− y
dµ(y).
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(1) Show that

Kn(x, y) = bn
pn+1(x)pn(y)− pn(x)pn+1(y)

x− y
.

(2) Show that the sequence {qn(x)}n≥0 also satisfies the recurrence (0.1) for n ≥ 1 with
initial conditions q0(x) = 0 and q1(x) =

1
b0
.

(3) Show that for any n ≥ 1, we have that Gn(z) =
qn(z)

pn(z)
.

Exercise 3. Let (y0, y1, . . . , y2n) be a Dyck path. A labelling with values in a set L is a sequence
(l1, l2, . . . , l2n) such that li ∈ L for 1 ≤ i ≤ 2n:

(1) Find a bijection between the complete matchings of the set {1, 2, . . . , 2n} and the la-
belled Dyck paths of length 2n and labelling li ∈ L = {1, 2, . . . , n}, satisfying the
following conditions:{

li = 1 when yi−1 < yi (up step)
1 ≤ li ≤ yi−1 when yi−1 > yi (down step)

(2) Conclude that the Jacobi parameters of the standard normal distribution are given by
an = 0 and b2n = n+ 1 for any n ≥ 1.

(3) Show that the orthogonal polynomials are given by

pn(x) = cn

(
x− d

dx

)n

(1) = (−1)ncne
x2/2 dn

dxn
e−x2/2,

where cn = 1√
n!
.

Exercise 4. Let µ, µn be probability measures on R, for any n ≥ 1, with distribution functions
F, Fn, respectively. Recall that F (x) = µ

(
(∞, x]

)
and Fn(x) = µn

(
(∞, x]

)
, for any n ≥ 1.

Show the following:

(1) {µn}n≥1 converges vaguely to µ if and only if for every finite interval of continuity
I = [a, b] of F , we have that lim

n→∞

(
Fn(b)− Fn(a)

)
= F (b)− F (a).

(2) {µn}n≥1 converges weakly to µ if and only if lim
n→∞

Fn(x) = F (x) for any x ∈ R where F

is continuous.

Note. Let F be a distribution function. Recall that I = [a, b] is an interval of continuity of F
if F is continuous at the endpoints a and b.

Definition. Let µ, µn be probability measures on R, for any n ≥ 1.

(1) We say that µn converges vaguely to µ if

lim
n→∞

∫
R
f dµn =

∫
R
f dµ, for any f ∈ C0(R).

(2) We say that µn converges weakly to µ if

lim
n→∞

∫
R
f dµn =

∫
R
f dµ, for any f ∈ Cb(R).


