with repeated fractions can also be written as a sum of \( k \) unit fractions with distinct fractions. To see this, one can replace any multiple occurrence of some \( x_i \) by means of the two formulae below, depending on whether \( x_i \) is odd or even:

\[
\frac{1}{2t} + \frac{1}{2t+1} = \frac{1}{t+1} + \frac{1}{t(t+1)}
\]

and

\[
\frac{1}{2t+1} + \frac{1}{2t+2} = \frac{1}{t+1} + \frac{1}{(t+1)(2t+1)}.
\]

Note that the sum of the denominators increases by this replacement. One possibly has to repeat this, but as the sum of the general Diophantine equations: we usually limit our attention to those solutions with \( x_1 < x_2 < \ldots < x_k \) — in particular, we do not allow equality between the \( x_i \), and always count solutions as ordered tuples. For the study of Egyptian fractions this is no loss of generality: it has been observed by Takenouchi [43] that a fraction which can be written as a sum of \( k \) unit fractions

\[
\frac{m}{n} = \frac{1}{x_1} + \ldots + \frac{1}{x_k}
\]

(1)

with \( m, n, x_1, \ldots, x_k \) positive integers, where in some cases \( k \) is considered as fixed and in other cases \( k \) may vary, has been very fruitful from a modern number theoretic point of view. Equations with integer or rational variables are called ‘Diophantine equations’. Another example of a Diophantine equation is the Pythagorean triple \( x^2 + y^2 = z^2 \), whose history goes back to Babylonian clay tablets, and is given a parametric solution in Euclid’s Elements.

The study of solutions to (1), so-called ‘Egyptian fractions’, has an important caveat when compared to the study of
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denominators increases, and as there is only a bounded number of ways to write a fraction as a sum of \( k \) unit fractions (as we will show later on), this is a bounded process which eventually stops with \( k \) distinct unit fractions.

There are some even easier observations about Egyptian fractions:

a. A fraction \( \frac{m}{n} \) which has a solution of (1) with fixed \( k \) also has a solution with every \( k \geq k \).

b. If \( \frac{m}{n} \) has a solution of the form (1) with fixed \( k \), then \( \frac{m}{n} \) also has such a solution. When \( m \) and \( k \) are fixed one therefore often concentrates on prime values \( n \).

The most basic question concerning Egyptian fractions is, given some rational \( \frac{m}{n} \in (0,1] \), does (1) always have a solution (for some \( k \geq 1 \))? The answer is yes, and in fact a greedy algorithm can be used to construct a solution: let \( x_1 \geq 1 \) be the smallest positive integer such that \( \frac{1}{2} \leq \frac{x_1}{n} \). It follows that \( \frac{m}{n} - \frac{1}{x_1} = \frac{m}{n} - \frac{x_1}{n} < \frac{1}{n} \). While \( \frac{m}{n} > 0 \) we may repeat this process, and since the numerator decreases at each stage this must terminate with a solution to (1). In particular, this greedy algorithm shows that \( \frac{m}{n} \) can always be written as the sum of at most \( m \) distinct unit fractions.

For example, when applied to \( \frac{4}{17} \) this algorithm produces the representation

\[
\frac{4}{17} = \frac{1}{5} + \frac{1}{29} + \frac{1}{1233} + \frac{1}{30393435}.
\]

The solution found by the greedy algorithm is not necessarily the simplest one, in either the sizes of the denominators or the number of summands. For example, \( \frac{1}{17} \) may also be written as

\[
\frac{1}{17} = \frac{1}{6} + \frac{1}{17} + \frac{1}{102}.
\]

The greedy approach is one of a variety of different algorithms for producing a solution to (1), each with its own advantages and disadvantages. For a survey on the rich literature concerning algorithmic aspects we refer the reader to [18].

In this survey we will consider more theoretical questions, and focus on a number of aspects that have received considerable interest over the last decades. We have endeavoured to give, where possible, some indication of the ideas and methods used, and hence have sacrificed some breadth for depth. The topics considered here do not cover the full range of results and open problems in this fascinating area, and the reader is encouraged to explore further in the surveys of Erdős and Graham [20,21], the open problems collection of Guy [22, Section D11], and the survey of Schinzel [37].

The Erdős–Straus conjecture

The greedy algorithm guarantees that \( \frac{m}{n} \) can always be written as the sum of at most \( m \) distinct unit fractions. As the example for \( \frac{4}{17} \) above shows, however, this is not necessarily optimal, and one can ask, for any fraction \( \frac{m}{n} \), what is the minimal \( k \) such that (1) has a solution.

Sums of two unit fractions

One certainly needs at least two unit fractions to represent \( \frac{1}{2} \) (when \( n \) is odd), and it is easy to check that one needs at least three unit fractions to represent \( \frac{1}{3} \), where \( p \) is a prime such that \( p \equiv 1 \mod 3 \).

In general, Stewart [41] has shown that a reduced fraction \( \frac{m}{n} \) is a sum of two unit fractions if and only if there are two coprime divisors \( n_1, n_2 \) of \( n \) such that \( m \) divides \( n_1 + n_2 \).

In particular, when applied to \( m = 4 \), this implies that \( \frac{1}{2} \) is the sum of two unit fractions if and only if there are two distinct unit fractions, so the picture changes considerably when not fixing the value \( m \).

Sums of three unit fractions

When \( m \leq 3 \), the greedy algorithm produces a solution to (1) with \( k \leq 3 \). When \( m = 4 \) the greedy algorithm may require four unit fractions, as we have seen above. It is believed, however, that for all \( n \geq 1 \) this can be improved, and \( \frac{1}{n} \) can be written as the sum of three unit fractions. This is perhaps the most notorious open problem concerning Egyptian fractions.

Conjecture 1 (Erdős–Straus [19]). For every \( n \geq 2 \) there exist positive integers \( x, y, z \) such that

\[
\frac{1}{n} = \frac{1}{x} + \frac{1}{y} + \frac{1}{z}.
\] (2)

This conjecture appeared in a 1950 paper of Erdős [19], attributed to himself and Ernst G. Straus. It is unknown when the conjecture was originally made. Another reference is in a paper of Obláth [31].
submitted in 1948, who mentions it as a conjecture of Erdős, and solved it for small integers. (Some webpages, such as Wikipedia, and a paper by Graham [21] seem to suggest that Obláth made this conjecture independently. This is not the case, as Obláth’s paper clearly attributes it to Erdős.) When the second author asked Erdős in 1996 how he came up with the conjecture the answer was that this is the first interesting case.

Although $m = 4$ is the first non-trivial case, it is believed that a similar phenomenon holds for any $m \geq 4$ (excluding finitely many exceptions). The analogous conjecture with numerator 5 is due to Sierpiński [40], and the general form was conjectured by Schinzel (also in [40]).

**Conjecture** (Schinzel [36]). *For every $m \geq 4$ there exists a number $N_m$ such that, for every $n \geq N_m$, there exist positive integers $x, y, z$ such that*

$$\frac{m}{n} = \frac{1}{x} + \frac{1}{y} + \frac{1}{z}.$$  

We note that if (2) is soluble for $n$ it is trivially also soluble for all multiples of $n$. In particular, in exploring the Erdős–Straus conjecture it suffices to concentrate on prime values of $n$.

The Erdős–Straus conjecture has been computationally verified up to $10^{17}$ [34]. It is possible to prove the Erdős–Straus conjecture for many congruence classes via elementary means.

The key observation is that, for any $m \equiv 3 \pmod{4}$, if there are integers $a, c, d$ such that $4acd - 1 = m$ and $n \equiv -\frac{d}{2} \pmod{m}$, then (2) is soluble. Indeed, if $cn + a = (4acd - 1)b$, then dividing by $abcdn$ shows that

$$\frac{4}{n} = \frac{1}{abd} + \frac{1}{acdn} + \frac{1}{bcdn}.$$  

This observation allows one to verify the Erdős–Straus conjecture for many congruence classes immediately. For example, modulo 47 we could take $(a, c, d) = (1, 6, 2)$, so that any $n \equiv -8 \pmod{47}$ satisfies the conjecture, and in fact we can write $\frac{4}{n}$ as

$$\frac{1}{12(47k - 8)} + \frac{1}{12(47k - 8)}.$$

We could instead take $(a, c, d) = (1, 2, 6)$, thereby verifying the conjecture for $n \equiv -24 \pmod{47}$, or $(a, c, d) = (2, 3, 2)$, verifying the conjecture for $n \equiv -32 \pmod{47}$, and so on. Varying over all 18 ways of writing $12 = acd$ we find 13 distinct congruence classes modulo 47 for which the Erdős–Straus conjecture is true. In general, the number of such ‘solved’ congruence classes modulo $4t - 1$ essentially depends on $d_3(t)$, the number of ways to write $t$ as a product of three positive integers, which on average grows like $\approx (\log t)^2$.

Using similar reasoning, one can quickly show that modulo 840 only the congruence classes 1, 49, 121, 169, 289, 361 (all squares) are not generally solved (for details see [28]), and modulo 120120 there is corresponding work by Terzi [44].

If we take $a = c = 1$ then the above shows that modulo all integers of the shape $4d - 1$ the congruence class $-1$ is solvable. Any simple sieve approach (such as Brun’s sieve) can then be used to prove that almost all integers $n \leq N$ satisfy the Erdős–Straus conjecture.

A much more sophisticated version by Vaughan [45] combines the above remark that the number of soluble congruence classes modulo primes is described by the divisor function $d_3$ with the large sieve and proves that there are at most $Nexp(-c(\log N)^{2/3})$ exceptions $n \in [1, N]$, for some absolute constant $c > 0$. To estimate the number of soluble congruence classes correctly, one needs both the Bombieri–Vinogradov and the Brun–Titchmarsh theorem, which guarantee that on average prime numbers are relatively well distributed in congruence classes.

Arguing heuristically, the number of soluble congruence classes is so large that all sufficiently large integers should be covered by at least one, giving a compelling heuristic argument that the Erdős–Straus conjecture holds, at least for all sufficiently large $n$. More precisely, one could argue as follows: since the average value of $d_3(m)$ is $\approx \log m)^2$, for any prime $p \leq N$ congruent to $-1 \pmod{4}$ we expect to find on average $\approx (\log p)^2$ many congruence classes modulo $p$ for which the Erdős–Straus conjecture holds. Therefore, assuming independence between these classes for distinct primes, the ‘probability’ that any $n$ fails the Erdős–Straus conjecture is, using standard prime number estimates,

$$\leq \prod_{p \leq n} \left(1 - \frac{d_3((p+1)/4)}{p}\right)$$

$$\approx e^{-\Omega(\log n^2)}.$$  

(Here we use the Vinogradov notation $f \ll g$ to mean $f = O(g)$.) Since $\sum_{n \geq 1} e^{-c(\log n)^2}$ converges, this probabilistic heuristic suggests there are at most finitely many exceptions to the Erdős–Straus conjecture. (Indeed, since this converges very rapidly, and the conjecture has already been confirmed up to $10^{17}$, this strongly suggests the conjecture holds for all $n$.)

Some congruence classes are easier than others for the Erdős–Straus conjecture. For example, for $n \equiv 3 \pmod{4}$ the fraction $1/4$ can even be represented by 2 unit fractions, $\frac{1}{2} = \frac{1}{1} + \frac{1}{1} (4k+3)$, and for $n \equiv 5 \pmod{8}$ it can be represented by three unit fractions $\frac{1}{4} = \frac{1}{2} + \frac{1}{2} (4k+1)$. It can be shown, however, that there are some congruence classes for which there is no such explicit formula. For example, Schinzel [38] proved this is the case for all quadratic residue congruence classes. In particular, there is no such formula for $n = 4t + 1$.

Although there are some congruence classes for which we cannot solve the Erdős–Straus conjecture in such an explicit fashion, there are some congruence classes (as discussed above) for which we are able to easily verify the conjecture. To establish the conjecture for all primes $p$ (and hence all integers $n$) it therefore suffices to show that these ‘good’ congruence classes cover all primes. (For example, although $41$ is of the form $4t + 1$, for which we have no general solution, it is also of the form $7t - 2$, for which we have the general solution $\frac{4}{14} = \frac{1}{7} + \frac{1}{7} (\frac{7t}{2} - 2)$.) This is a classical observation. It is less widely known that in fact this covering property is equivalent to the Erdős–Straus conjecture.

**Theorem 1.** The Erdős–Straus conjecture is equivalent to the statement that all primes are in at least one of the following congruence classes:

$$-\frac{a}{c} \pmod{4acd - 1}$$

for some $a, c, d \geq 1$, or

$$-\frac{4cd + 1}{k} \pmod{4cd}$$

for some $c, d, k \geq 1$ with $k | 4c^2d + 1$.

(Similar statements can be found in Nakayama [29], Rosati [33], and Mordell [28]).

**Proof.** We first show that the covering statement is sufficient for the Erdős–Straus conjecture to hold. The case $p \equiv -\frac{a}{c}$
As the number of such primes is asymptotically \( \frac{2}{\log n} \), one can deduce that, on average, \( f(p) = (\log p) + o(1) \). Elsholtz and Planitzer [15] proved that for almost all integers \( n \leq N \)

\[
f(n) \geq (\log n)^{\log 6 + o(1)}.
\]

(Note that \( \log 6 \approx 1.79 \).) Moreover for infinitely many \( n \) the number of solutions is much larger, namely \( f(n) \geq \exp((\log 6 + o(1)) \log n) \). This is larger than one might expect at first sight, and improves upon results of Elsholtz and Tao [17]. The crucial idea is to study those \( n \) consisting of many small primes, where one can choose many divisors \( d \) of \( n \) such that \( \frac{1}{d} - \frac{1}{n} \) still has many very small solutions as a sum of two unit fractions.

A corresponding bound is also known even when we restrict to primes: all reduced congruence classes \( e(\text{mod}f) \) contain primes that have many solutions, at least \( \exp(c \log \log n) \) for some constant \( c > 0 \).

Furthermore, Elsholtz and Tao [17] established the pointwise upper bound \( f(p) \leq p^{1/2} + o(1) \) for primes. This was generalized by Elsholtz and Planitzer [15] to composite denominators: \( f(n) \leq n^{1/2} + o(1) \). It seems possible that a much better bound of \( O_k(n^\epsilon) \) holds.

Bounding the number of fractions required

As we have already observed, the greedy algorithm implies that any \( \frac{m}{n} \in (0,1) \) is the sum of at most \( m \) distinct unit fractions, and Schinzel's conjecture implies that in fact three unit fractions suffice, assuming \( n \) is sufficiently large compared to \( m \).

What if \( m \) is large compared to \( n \)? The number of fractions required may grow with \( n \): for example, an Egyptian fraction decomposition of \( \frac{21}{64} \) requires \( \Omega(\log \log n) \) distinct unit fractions. (This follows from the bounds given in the section ‘Counting solutions to (2)’. The greedy algorithm shows that \( n - 1 \) unit fractions always suffice, but much better bounds are known.

The proofs of all reasonable upper bounds follow a similar scheme. We have an increasing sequence \( N_k < N_{k+1} \) of positive integers such that any \( 1 < n < N_k \) is the sum of at most \( F(N_{k-1}) \) distinct divisors of \( N_k \), for some increasing function \( F \). The relevance of such a sequence is that we will now show, is that it implies that any \( \frac{m}{n} \in (0,1) \) can be written as the sum of at most \( 2F(n) \) distinct unit fractions.

To see this, given \( \frac{m}{n} \in (0,1) \) choose \( k \) such that \( N_{k-1} < n \leq N_k \) and let \( l < N_k \) be such that \( \frac{m}{n} = \frac{l}{N_k} + \frac{1}{N_l} \), whence \( 0 \leq mN_l - nl < n \leq N_k \). Writing both \( mN_l - nl \) and \( l \) as the sum of at most \( F(N_{k-1}) \) distinct divisors of \( N_k \) and using the identity

\[
\frac{m}{n} = \frac{mN_l - nl}{N_k} + \frac{l}{N_k},
\]

we obtain \( \frac{m}{n} \) as the sum of at most \( 2F(n) \) distinct unit fractions as claimed.

A trivial example of such a sequence is to take \( N_k = 2^k \), which allows for \( F(n) = O(\log n) \) (already a vast improvement over the \( O(n) \) delivered by the greedy algorithm). Erdős [19] observed that a more efficient choice is to take \( N_k \) to be the product of the first \( k \) primes, which allows for \( F(n) = O(\log n / \log \log n) \) instead. The best-known construction to date is due to Vose [47], who constructed an explicit sequence \( N_k \) with \( F(n) = O(\sqrt{\log n}) \), yielding the following result.

**Theorem 2** (Vose [47]). Any fraction \( \frac{m}{n} \in (0,1) \) can be written as the sum of \( O(\sqrt{\log n}) \) many distinct unit fractions.

Erdős [19] conjectured that in fact any \( \frac{m}{n} \in (0,1) \) can be written as the sum of \( O(\log \log n) \) many distinct unit fractions, which would be the best possible as the example of \( \frac{21}{64} \) shows.

**Parametric solutions of** \( \frac{m}{n} = \frac{1}{r} + \frac{1}{s} + \cdots + \frac{1}{r} \)**

Let \( E_{m,k}(N) \) count those \( n \leq N \) such that \( \frac{m}{n} \) is not the sum of \( k \) unit fractions. As mentioned in the section ‘The Erdős–Straus conjecture’, Vaughan [45] showed that \( E_{m,k}(N) \leq N \exp(-c(\log N)^{2/3}) \), for some positive \( c \). This has been generalised by Elsholtz.

**Theorem 3** (Elsholtz [10]). Let \( m > k \geq 3 \) be positive integers. Then

\[
E_{m,k}(N) \leq N \exp(-c_m(k)(\log N)^{1 - \frac{1}{k}})
\]

for some absolute constant \( c_m(k) > 0 \).
can naturally be described by $2^n - 1$ variables. The earliest reference containing this idea, which we are aware of, is Dedekind [9]. A detailed explanation of the general case is in [11], and shorter explanations are in [10, 16, 17].

For concreteness, we will explain the idea first when $k = 3$, and then when $k = 4$. Suppose that $\frac{m}{n} = \frac{1}{x_1} + \frac{1}{x_2} + \frac{1}{x_3}$. Let $t_{123} = \gcd(x_1,x_2,x_3)$, $t_{12} = \gcd(x_1,x_2)/t_{123}$, and similarly for $t_{13}$ and $t_{23}$. Note that $t_{12}, t_{13}, t_{23}$ are all coprime in pairs. It is elementary to check that $t_{12}t_{13}t_{23}$ divides $x_1$; whence we can write $x_1 = t_{12}t_{13}t_{23}$, and similarly for $x_2$ and $x_3$. It follows from the definition that $t_1, t_2, t_3$ are also all coprime in pairs, and also that $\gcd(t_1,t_2) = \gcd(t_2,t_3) = \gcd(t_1,t_3) = 1$.

Furthermore, if we write $m$ as

$$\frac{m}{n} = \frac{t_{12}t_{13}t_{23}}{x_1} + \frac{t_{12}t_{13}t_{23}}{x_2} + \frac{t_{12}t_{13}t_{23}}{x_3}$$

and multiply by common denominators we obtain

$$mt_{12}t_{13}t_{23} = n(t_{12}t_{13}t_{23} + t_{12}t_{13}t_{23} + t_{12}t_{13}t_{23})$$

and hence (assuming that $\gcd(m,n) = 1$) each $t_i$ divides $n$. In particular, when $n$ is prime, this leaves only the possibilities that the $t_i$ are 1 or $p$. In other words, when $n$ is prime, one has $7 - 3 = 4$ free parameters.

To further illustrate the idea, we now examine the case $k = 4$. Every quadruple of four positive integers $(x_1, x_2, x_3, x_4)$ can be written as

$$x_1 = t_{1234} = \gcd(x_1, x_2, x_3, x_4)$$

and similarly for other three indices, $t_{12} = \gcd(x_1, x_2)/t_{1234}$, and so on. Crucially, any pair $t_i, t_j$ with $J \not\subseteq I$ and $J \not\subseteq I$, for example $t_{123}t_{124}$, or $t_{123}t_{23}$, must be coprime. Given a solution to $\frac{m}{n} = \frac{1}{x_1} + \frac{1}{x_2} + \frac{1}{x_3} + \frac{1}{x_4}$, multiplying by the common denominator as above, we see that when $n = p$ is prime, each $t_i$ must be a divisor of $p$. In particular, the family of solutions is naturally described by $2^4 - 1 - 4 = 11$ free parameters. In general, with the sum of $k$ unit fractions we have $2^k - k - 1$ free parameters.

We may now attempt a generalisation of Vaughan’s argument, finding a large collection of congruence classes that attempt to cover most $n \leq N$. Crucially, the number of degrees of freedom when constructing these congruence classes grows exponentially in $k$, leading ultimately (after a great deal of technical difficulty and further sieve estimates) to Theorem 3. (For comparison, Viola [46] and Shen [39] used $k + 1$ free parameters respectively, resulting in their weaker bounds.)

For example, when $k = 4$, one can now solve the classes

$$(mt_{12}t_{13}t_{23}t_{124}t_{134} - 1)r - mt_{12}t_{13}t_{23}t_{124}t_{134}t_{1234}$$

and similarly for $k = 5$ Viola made use of the fact that one can solve the classes

$$(mt_{12}t_{13}t_{23}t_{124}t_{134} - 1)r - (t_{123} + t_{124}).$$

and Shen used

$$(mt_{12}t_{13}t_{23}t_{124}t_{134} - 1)r - mt_{12}t_{13}t_{23}t_{124}t_{134}t_{1234}.$$
sketch a variant of Konyagin’s construction, which yields this lower bound for an increasing sequence of $k$, even if we further ask that all denominators are odd. For full details see [32, 25].

We make crucial use of fractions of the shape $\frac{1}{2^n-1}$ with highly composite $n$. The important feature of these fractions is that the denominator $2^n-1$ has many divisors, and for every divisor $m\mid 2^n-1$ there is a decomposition of $\frac{1}{2^n-1}$ as

$$\frac{1}{2^n-1} = \frac{1}{2^n-1+m} + \frac{1}{2^n-1+(2^n-1)2/m}.$$ 

This means that if we can find at least one representation of 1 as the sum of $k-1$ distinct unit fractions, one of which is $\frac{1}{2^n-1}$, then there are at least $d(2^n-1) - 2k$ many ways to write 1 as the sum of $k$ distinct unit fractions. (Here the $-2k$ is to avoid counting representations with repeated denominators.) We can write $\frac{1}{2^n-1}$ as both

$$\frac{1}{2^n-1} = \frac{1}{2^n} + \frac{1}{2^n(2^n-1)} + \frac{1}{2^n + 1}$$

and

$$\frac{1}{2^n+1-1} = \frac{1}{2^n-1} \left( \frac{1}{2^n-1} \right) + \frac{1}{2^n+1} + \frac{1}{2^n+1(2^n-1)}.$$ 

We may use these identities to find a solution to (3) containing $\frac{1}{2^n-1}$ for any $n$ with $k = O(\log n)$. To do so one writes the number $n$ in binary and applies a combination of the two identities, to increase the exponent by one, or double it, respectively. For example the number

$$29 = 16 + 8 + 4 + 1 = 11101_2$$

can be reached from 1 as follows (in binary):

$$0, 1, 10, 11, 110, 111, 1110, 1111, 11110, 11111.$$ 

Thus, one can construct a decomposition of 1 into unit fractions including $\frac{1}{2^n-1}$ with $k = O(\log n)$ fractions.

We have therefore shown the existence of $d(2^n-1)$ many solutions to (3) in $k = O(\log n)$ many variables. If $n$ is the product of the first $r$ primes then $\frac{1}{\log n}$ and it can be shown (see [12, Lemma 2.1]) that $2^n-1$ has many prime factors: $\omega(2^n-1) \geq r^2 - 6$. It follows that

$$d(2^n-1) \geq 2^{\omega(2^n-1)} \geq 2^{r^2 - 6}.$$ 

Combining these observations we have found at least $2^{\omega(2^n-1)}$ many distinct solutions to (3) with $k$ variables as required.

**Solutions to 1 = $\frac{1}{x_1} + \cdots + \frac{1}{x_k}$ with restricted denominators**

We now turn our attention from counting to an existence problem: what restrictions can we impose on the denominators in (3) while still being guaranteed of finding a solution?

**Restrictions on the sizes of the denominators**

The first natural question is: does there exist a solution to (3) such that the denominators are all large? Or all small? There are various ways to make this question precise. Henceforth we will fix some $k \geq 1$ and order a solution to (3) as $x_1 < \cdots < x_k$. We may first ask: how small can the largest denominator $x_k$ be? Erdős observed that since

$$1 \geq \sum_{0 \leq j < k} \frac{1}{x_k-j} \sim \log \left( \frac{x_k}{x_k-k} \right),$$

we must have

$$x_k \geq \left( 1 + \frac{1}{c-1} + o(1) \right) k,$$

and asked whether this was best possible. This was proved by Martin.

**Theorem 4** (Martin [27]). For any $k \geq 1$ there is a solution to (3) such that

$$1 < x_1 < \cdots < x_k \leq \left( \frac{c}{c-1} + o(1) \right) k.$$

We now ask, on the other hand: how large can the smallest denominator $x_1$ be? By a similar argument to the above, we must have $x_1 \leq \left( \frac{c}{c-1} + o(1) \right) k$, and Erdős asked whether this was best possible. This was proved, at least for infinitely many $k$, by Croot. In fact, Croot proves the following stronger result.

**Theorem 5** (Croot [7]). For any $N > 1$ there exists some $k \geq 1$ and a solution to (3) such that

$$N < x_1 < \cdots < x_k \leq (e + o_N) (1) k.$$ 

Notice that since the sum of all reciprocals in $(N, (e+o(1)) k)$ is $1 + o(1)$, we must have $k = (c-1 + o(1)) k$. It immediately follows that there are infinitely many $k$ and an accompanying solution to (3) with $x_1 \geq (e + o(1)) k$, as required. (Note also that Croot’s result implies Martin’s for infinitely many $k$.) Both Croot’s and Martin’s results are more general than we have stated here, concerning decompositions of arbitrary rationals, and we refer to [7, 27] for more details.

**Restrictions to arbitrary sets**

Of course, one may impose many more restrictions on the denominators than simple size bounds. Finding a solution to (3) is a challenge even when the restrictions are very mild: for example, it is a non-trivial task to manually find a representation of 1 as the sum of distinct unit fractions with all denominators odd (and $> 1$).

There is one trivial obstruction that prevents a solution to (3) within small sets: certainly no solution can exist with denominators in $A$ if $\sum_{n \in A} \frac{1}{n} < 1$. Thus, for example, the set of integers in the interval $[N, 2N]$ contains no solution to (3), no matter how large $N$ is. On the other hand, Theorem 5 shows that, for intervals, this trivial obstruction is the only one, and that the set of integers in $[N, (e+o(1))N]$ must contain a solution for all large $N$.

If we consider restricting the denominators to some (infinite) arithmetic progression, there are no longer any obvious obstructions. Indeed, we may find a solution to (3) within any infinite arithmetic progression, as shown by van Albe and van Lint [1]. Taken together, these positive results about finding solutions to (3) in short intervals and arbitrary congruence classes can be seen as showing that there are no ‘local’ obstructions to the existence of a solution to (3).

It is therefore natural to conjecture, as Erdős and Graham did in [20], that the equation (3) enjoys a Ramsey-type property: whenever the integers are finitely coloured, there exists a monochromatic solution to (3). This was proved by Croot.

**Theorem 6** (Croot [8]). For any $r \geq 1$, if the integers are arbitrarily coloured with $r$ many colours, then there must be a monochromatic solution to

$$1 = \frac{1}{x_1} + \cdots + \frac{1}{x_k}$$

with $1 < x_1 < \cdots < x_k$.

In fact, Croot proves a strong quantitative version: there exists a constant $C > 1$ such that, for any $r \geq 1$, if the integers in $[2, C^r]$ are coloured with $r$ many colours then there must exist a monochromatic solution to (3). This exponential behaviour is the best pos-
sible, since using a greedy approach one can \( r \)-colour the integers in \( \{2, n^{1+o(1)}\} \) so that the sum of all reciprocals in each colour class will be less than one, and hence certainly there can be no solution to (4). It is an interesting and open problem to improve the value of Croot's constant \( C \). (In [8] Croot shows that \( C = e^{167000} \) is sufficient for large \( r \).) For \( r = 2 \) colours a PhD thesis by Andreas Hipler [23] proves that the interval \( [2, 208] \) has this property, and that 208 is sharp. The proof involved nontrivial computer calculations, as one has to study many distinct colourings of certain crucial integers in this interval.

If we colour the integers in \( r \) many colours then at least one colour class has upper density \( \geq \frac{1}{r} \). (We recall that the upper density of \( A \subseteq \mathbb{N} \) is defined as \( \limsup_{N \to \infty} \frac{|A \cap [1, N]|}{N} \).) The following result, which was conjectured by Erdős and Graham (for example in [21]) and Sun [42], is therefore a natural strengthening of Croot's colouring result.

**Theorem 7** (Bloom [4]). Any subset of the integers with positive upper density contains a solution to

\[
1 = \frac{1}{x_1} + \ldots + \frac{1}{x_k}
\]

with \( 1 < x_1 < \ldots < x_k \).

(The proof has now been formally computer-verified, using the Lean proof assistant, by Bloom and Mehta. The formal version of the proof can be accessed at https://github.com/b-mehta/unit-fractions.) The proof of Theorem 7 extends the method used by Croot to prove Theorem 6: a variant of the Hardy–Littlewood circle method, combined with an ingenious elementary combinatorial argument. Croot actually proves a density result for sufficiently ‘smooth’ integers: in particular, that any positive density set of integers \( A \), satisfying the additional constraint that all prime factors of \( n \in A \) are \( \leq n^{1-o(1)} \), contains a solution to (3). This immediately implies Theorem 6, since any \( r \)-colouring of all integers must also \( r \)-colour all such smooth integers.

This is not sufficient for an unrestricted density result since, for example, the set of all \( n \) with a prime divisor \( > n^{1/2} \) has positive density. The chief novelty of [4] is that it improves the technical strength of Croot's argument so that the smoothness threshold of \( \frac{1}{r} - o(1) \) is raised to \( 1 - o(1) \). This suffices to prove an unrestricted density result, since almost all integers \( n \) have no prime factors \( > n^{1-o(1)} \).

**A sketch of Croot's method**

We now present a sketch of Croot's method and the proofs of Theorems 6 and 7. The actual proofs are quite technical, and the interested reader is referred to [8] and [4] for full details.

Suppose we are given some finite set of integers \( A \) such that

1. \( A \subseteq [N, O(N)] \),
2. \( A \) is ‘\( N^\theta \)-smooth’, in the sense that all prime factors of \( n \in A \) satisfy \( p \leq N^\theta \),
3. \( |A| > N \).

Our goal is to find some \( S \subseteq A \) such that \( \sum_{n \in S} 1 = 1 \). We begin by noting that, combining properties (i) and (ii) (with appropriate choices of constants), we may assume that \( \sum_{n \in S} \frac{1}{n} = (2-o(1), 2) \); after possibly discarding some elements of \( A \). Since we then have \( \sum_{n \in S} \frac{1}{n} < 2 \) for all \( S \subseteq A \), it suffices to find some non-empty \( S \subseteq A \) with \( \sum_{n \in S} \frac{1}{n} \in \mathbb{Z} \). This trivial recasting has the advantage that it naturally leads to the possibility of using exponential sums. In fact, if we let \( P = \text{lcm}(A) \), then a simple exercise using orthogonality shows that the number of \( S \subseteq A \) with \( \sum_{n \in S} \frac{1}{n} \in \mathbb{Z} \) is exactly equal to

\[
\frac{1}{P} \sum_{\frac{1}{2} \leq r \leq |A|} \prod_{n \in A} \left( 1 + e\left( \frac{r}{n} \right) \right).
\]

where \( e(x) = e^{2\pi i x} \). It suffices therefore to prove that (5) is \( \geq 2 \).

The \( r = 0 \) summant contributes exactly \( 2^{|A|}/P \), and elementary number theory shows that the \( N^\theta \)-smoothness assumption implies \( P = \text{o}(N^\theta) \), which is \( 2^{|A|}/P \) provided \( \theta \leq 1 - o(1) \). This ‘main term’ therefore contributes \( 2^{(1-o(1))|A|}/|A| \), which is much larger than we require. The contribution from other small \( r \), those with \( 0 < |r| \leq \frac{N}{2} \), say, is harder to calculate exactly, but an elementary calculation shows that the sign of

\[
\sum_{n \in A} \frac{1}{n} \prod_{n \in A} \left( 1 + e\left( \frac{r}{n} \right) \right)
\]

is non-negative, and hence can be discarded in our quest for a lower bound.

In particular, to show that (5) is \( \geq 2 \) as required, it suffices to show that whenever \( \frac{1}{r} < |r| \leq \frac{N}{2} \), we have

\[
\prod_{n \in A} \left( 1 + e\left( \frac{r}{n} \right) \right) = o(2^{|A|}/P).
\]
Let \( p \in \mathcal{P}_\lambda \) and consider \( A_p \) — heuristically, we expect \( |A_p| \approx \frac{1}{p} \approx \frac{1}{n} \), which we will assume henceforth. In particular, provided \( \frac{N^\theta}{p} \geq N^\theta \), for almost all \( n \in A_p \) there exists \( x(n) \in I \) divisible by \( n \). In fact, after some divisor slash of hand, one can ensure that there is some \( x(n) \in I \) which equals \( x(n) \) for \( \geq |A_p| (\log N)^{-\omega(1)} \). Therefore, by property (2) of \( \mu \) above, we have \( \mu(\mathcal{P}_\lambda) \geq e^{-1} - o(1) \).

Therefore all \( p \in \mathcal{P}_k \) have an associated \( x_p \in I \) such that \( \mathcal{P}_x \) has \( \mu \)-weight at least \( e^{-1} - \frac{1}{2} \). Combining properties (1) and (3) of \( \mu \) it follows that there cannot be three distinct such \( x_p \in I \). If all \( x_p \) are in fact identical, then we have found some \( x \in I \) divisible by all \( p \in \mathcal{P}_k \), and hence by \( P \) as required (we are assuming for simplicity that \( P \) is squarefree here). The only remaining possibility is that all \( x_p \) are one of two distinct \( x,y \in I \). In this case, we may find some large subset \( A' \subseteq A \), such that all \( n \in A' \) divide one of either \( x \) or \( y \), and we perform a similar iteration with \( A' \) replacing \( A \).

The above analysis succeeds provided \( \frac{N^\theta}{p} \geq N^\theta \) for all primes \( p \in \mathcal{P}_k \). Since the \( N^\theta \)-smooth hypothesis implies \( p \leq N^\theta \), this in turn is guaranteed provided \( \theta < \frac{1}{2} \), and hence we have proved (6). Therefore, assuming a smoothness threshold of \( N^\theta - o(1) \), we have found some \( S \subseteq A \) with \( \sum_{n \in S} \frac{1}{n} = 1 \), and obtain Croot’s smooth density result. (Croot works with \( \theta < \frac{1}{4} \) rather than \( \theta < \frac{1}{2} \) to ease some of the many technical difficulties we have ignored in this sketch, but in principle his method works up to any \( \theta < \frac{1}{4} \).

To prove an unrestricted density result such as Theorem 7, we need to raise this smoothness threshold to \( \theta = 1 - o(1) \). The key idea of [4] is to give up on the strong pointwise bound (6), and instead only aim to prove an averaged version, which suffices for our purposes. We note that in fact the above combinatorial argument shows that, for any interval \( I \) of width \( O(N) \), there exists some \( x \in I \) divisible by every \( p \in \mathcal{P}_k \) with the property that all but \( o\left( \frac{N^\theta}{p} \right) \) many \( n \in A_p \) divide some \( x \in I \). If there are many such \( p \), then the ensuing bound on \( \prod_{n \in A} (1 + e(\frac{r}{n^2})) \) is quite weak (particularly when some of the primes can be as large as \( N^{1-o(1)} \)), but on the other hand, there are not many possible values of \( r \) for which this can occur, since such \( r \) must be \( O(N) \)-close to a fixed multiple of many primes simultaneously. On the other hand, if there are few such \( p \), then we cannot restrict \( r \), but can recover a pointwise bound comparable to (6) in strength. Trading off the two gains, we are able to establish a version of (6) that holds on average, which is sufficient.

Applications

We conclude by mentioning some intriguing applications of Egyptian fractions to other areas of pure mathematics.

Finite group theory

One simple yet surprising application is within finite group theory. It is natural to ask what limits the number of conjugacy classes imposes on the underlying group. By considering Egyptian fractions, Landau showed that there are only finitely many possibilities.

**Theorem 8** (Landau [26]). For any \( k \geq 1 \) there are only finitely many finite groups with exactly \( k \) conjugacy classes.

This is an elementary consequence of the bounds of the section ‘Counting solutions to \( 1 = \frac{1}{x} + \cdots + \frac{1}{y} \)’ on the size of the denominators of solutions to (3). It suffices to show that, if \( G \) has exactly \( k \) conjugacy classes, then \( |G| \leq k \cdot 1 \). Suppose that \( G \) has conjugacy classes of sizes \( m_1, \ldots, m_k \). Since these partition \( G \), it follows that \( |G| = m_1 + \cdots + m_k \). On the other hand, each \( m_i \) is a divisor of \( |G| \), and hence, dividing by \( G \), we have

\[
1 = \frac{1}{|G|/m_1} + \cdots + \frac{1}{|G|/m_k}.
\]

It follows that, by the upper bound proved in the before-mentioned section, we have \( |G|/m_i \leq k \cdot \log |G| \) for all \( 1 \leq i \leq k \). Furthermore, since the identity is only conjugate to itself, for some \( i \) we have \( m_i = 1 \). It follows that \( |G| \leq k \cdot \log |G| \) as required. (Note that this explicit bound implies, for example, that any finite group \( G \) has \( \geq \log \log |G| \) many distinct conjugacy classes.)

Landau’s lower bound estimate has been strengthened and extended in a number of ways; see, for example, [3] for extensions and references.

Polytopes

A more recent connection is to discrete geometry. Recall that a polytope in \( \mathbb{R}^d \) is the convex hull of some finite set of points in \( \mathbb{Z}^d \). We say that \( P \) is

- integer-free if there are no points in \( \mathbb{Z}^d \) in the interior of \( P \),
- weakly maximal if it is integer-free and there is no integer-free polytope that strictly contains \( P \), and
- strongly maximal if it is integer-free and there is no integer-free, closed, convex, \( d \)-dimensional, set of any sort that strictly contains \( P \).

It is not obvious whether there can exist integer-free polytopes that are weakly maximal yet not strongly maximal. Indeed, there do not exist such polytopes in dimensions \( \leq 3 \). It was shown in [30] that there do exist such polytopes in all dimensions \( \geq 4 \). Recently, Averkov has shown that in fact there must exist many such polytopes, by establishing a close link between counting polytopes which are weakly, not strongly, maximal, and Egyptian fraction decompositions of \( (3) \).

**Theorem 9** (Averkov [2]). Let \( d \geq 6 \). Up to affine equivalence, the number of weakly maximal integer-free polytopes in \( \mathbb{R}^d \) that are not strongly maximal is at least the number of solutions to (3) with \( k = d - 5 \) variables.

In particular, using Konyagin’s lower bound, we deduce that there are at least \( 2^{d/5} \) many weakly maximal polytopes that are not strongly maximal (for some constant \( c > 0 \)).

Huffman codes

The study of solutions to (3) when the denominators \( x_i \) are (not necessarily distinct) powers of a fixed integer \( t \) has a close connection to coding theory. For our purposes, a \( k\)-code in an alphabet of size \( t \) is simply a set of \( k \) distinct \( (0, \ldots, t-1) \)-strings. For many practical applications, it is preferred that the code be prefix-free, that is, no string appears as an initial segment of any other (in particular this allows for instant decoding). The Kraft–McMillan inequality states that if a prefix-free \( k \)-code has string lengths \( l_1, \ldots, l_k \) then \( \sum l_i^{-1} \leq 1 \).

Prefix-free codes with the average word length as small as possible, also known as compact Huffman codes, therefore have string lengths that satisfy \( \sum l_i^{-1} = 1 \). In fact, given any solution to this equation, a corresponding compact Huffman code can be produced. For example, there are three essentially distinct ways (with the word
lengths $l_i$ ordered by size) of writing 1 as a sum of five reciprocal powers of 2:

$$1 = \frac{1}{2} + \frac{1}{4} + \frac{1}{5} + \frac{1}{8} + \frac{1}{16} + \frac{1}{32}.$$ 

These correspond to the compact Huffman codes:

$$\{0,10,11,111,1111\},$$

$$\{0,100,101,110,1111\},$$

and

$$\{0,01,10,110,1111\}.$$ 

This correspondence shows that the number of compact Huffman codes is (up to equivalence) the number of solutions to

$$\sum_{i=1}^{l} \frac{1}{n_i} = 1.$$ 

This is also equivalent to counting other natural combinatorial objects, such as the number of nonequivalent canonical rooted trees, or the number of bounded degree sequences. For more information we refer to [13,14].
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