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Abstract

The basic form of the technique of linear cryptanalysis considers a block
cipher which encrypts a binary plaintext vector pi to ciphertext vector ci under
a key k. A linear approximation of this block cipher is an expression of the form
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where a and b are known as the data mask and key mask respectively, and ε
is known as the bias. The simplest form of linear cryptanalysis uses this single
linear approximation with many plaintext–ciphertext pairs to find the key bit
bT k. This talk considers the use of many such linear approximations with data
masks a0,a1, . . . to find the key bit bT k. Issues discussed include:

• whether using a third linearly dependent mask a0 + a1 can give more key
information than using just the two masks a0 and a1;

• whether a mask a with bias ε = 0 can give any key information.
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