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Introduction

This thesis is devoted to the study of asymptotic properties of transient random walks
(Xn)nen, in different interrelated context. This includes the investigation of the asymp-
totic behaviour of return transition probabilities as well as the derivation of several limit
theorems, which we will describe below. For this purpose, we apply different mathematical
techniques from probability theory (random walks), structure theory (algebra, geometry,
and graph theory) and analysis (potential theory). The main technique in our proofs con-
sists of a strong use of generating functions, which are power series in one or several
variables, where the coefficients are of particular interest for the underlying problem under
consideration. These coefficients are often specific probabilities but may also be some other
quantities whose asymptotic behaviour we want to study.

In the following we want to give an informal outline of this thesis by describing the different
questions which are investigated. The corresponding research articles can be found in the
appendix of this thesis and we refer to them as Publications A, B, C and D.

First, we consider nearest neighbour random walks on free products of lattices of the
form Z% % ... % Z% . These randoms walks arise as a convex combination of random walks
on the single factors Z%. In this setting we will describe the asymptotic behaviour of
the n-step return probabilities P[X,, = x | Xy = z], 2 € Z% % ... x Z%, as n tends
to infinity. More generally, we consider free products of finitely generated groups whose
Green functions admit an expansion at their radii of convergence with algebraic-logarithmic
terms as singular terms up to sufficiently large order. A complete specification of all different
asymptotic behaviours of the form ¢"n~*log”n (here, o denotes the spectral radius of the
underlying random walk) is given in Publication B, including an exact description of the
phase transitions.

Second, for finitely generated groups I'y, ..., ., we will investigate branching random walks
on the free product I' = I'y*. . .xI',.. A branching random walk is a growing cloud of particles
on the Cayley graph of I' which has the following evolution: we start with one particle at
some given vertex. At each instant of time each particle produces randomly some offspring,
and all particle make one step according to an underlying random walk on I'. In the weak
survival phase (that is, if the mean of offspring particles is between 1 and 1/p, where g is
the spectral radius of the underlying random walk on I') the particle cloud will vacate each
finite set of vertices and the particle cloud moves towards the geometric boundary of the
graph. Our aim is to measure the size of the part of the geometric boundary which is hit
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by the cloud of particles. This size is measured by use of the box-counting dimension (also
called Minkowski dimension) and the Hausdorff dimension of the geometric boundary of
the whole graph and the corresponding dimensions of the (random) part of the boundary
towards which the cloud of particles converges. Publication C studies these dimensions and
answers several other related interesting questions, which completes the picture.

Third, we study the asymptotic entropy of random walks on free products of graphs and
regular languages, that is, we investigate the limit —XE[log7,(X,)] and show that this
limit exists, where m,, is the distribution of X,,. Moreover, we are interested in the question
whether the asymptotic entropy varies real-analytically in terms of probability measures of
constant support. While existence of entropy for random walks on groups follows directly
from Kingman’s subadditive ergodic theorem, existence for non-group invariant random
walks is not guaranteed a priori due to lack of subadditivity. This problem was the starting
point for the investigation of the question whether the entropy exists for (non-group invari-
ant) random walks on free products of graphs and on regular languages, and if so to show
its real-analytic behaviour. These problems are solved in Publication A for random walks
on free products of graphs and in Publication D for random walks on regular languages.

The plan of this thesis is as follows: in Chapter 1 we will give an introduction to random
walks and generating functions, and we will motivate their use. In Section 1.3 we give a
short introduction to free products of graphs and groups which form the underlying struc-
ture of the random walks considered in Publications A, B and C. In particular, we will give
an overview on important research articles which deal in a substantial way with generating
functions in this context. The structure of Chapters 2, 3 and 4 is as follows: we formulate
the main problems, summarize the most important results of Publications A, B, C and D,
explain briefly the strong use of generating function techniques in the proofs, and give a de-
tailed outline of important research articles in the corresponding context. Chapter 2 states
the main results of Publication B about the asymptotic behaviour of return probabilities
for random walks on free products of lattices and groups, while Chapter 3 gives an overview
on branching random walks and the above mentioned related questions concerning bound-
ary dimensions (Publication C). Chapter 4 gives an introduction to asymptotic entropy
and presents the main results for random walks on free products of graphs (Publication A)
and on regular languages (Publication D).



Chapter 1

Random Walks, (Generating
Functions and Free Products

1.1 Random Walks

A random walk is a time-homogeneous Markov chain (X,,),en, On a finite or countable
state space S equipped with a transition matrix P = (p(x, y))xy cs (also called transition
operator) such that P[X, 1 = y|X,, = z| = p(x,y) for all x,y € S and n € Nj. Recall
that a random walk is called transient if the random walk returns to any starting point
x € § after finite time with a probability strictly less than 1 and the random walk is called
wrreducible if, for all x,y € S, the random walk starting at x can visit y after finite time
with positive probability. Throughout this thesis we will consider transient and (in most
cases) irreducible random walks only. In particular, we assume S to be infinite. Recall
that a random walk on a group I' is given by a probability measure p on I' such that
p(x,y) = plx~ty) for all z,y € T.

Random walks are of big structure theoretical relevance: from the probabilistic point of view
one considers random walks which are adapted to different algebraic or geometric structures
and one wants to investigate the impact of the structure on the random walk’s behaviour.
Typical questions concern the asymptotic behaviour of return transition probabilities (see
Chapter 2) or the asymptotic speed or asymptotic entropy (see Chapter 4). Vice versa, from
the geometric point of view random walks can be used for investigation of the geometric
structure of the underlying state space. For a better visualisation, we may always think of
random walks on graphs. For more information on this interplay, we refer to Woess [57],
which serves as a basic reference throughout this thesis and the attached Publications A-D
in the appendix.



CHAPTER 1. RANDOM WALKS, GENERATING FUNCTIONS & FREE PRODUCTS

1.2 Generating Functions

In this section we motivate the use of generating functions which play an important role
in asymptotic analysis and probability. They form a powerful tool for the investigation of
different problems from various fields of mathematics. This thesis is devoted to applica-
tions of generating function techniques to problems related to the asymptotic behaviour
of random walks. In the context of random walks generating functions are often power
series whose coefficients are some specific transition probabilities. In the following we want
to give a short introduction to some important generating functions and motivate their
use. For this purpose, we use for the n-step transition probabilities of (X,,),en, the notion
p™(z,y) == P[X, =y | Xo = 2] for 2,y € S. One of the generating functions of main
interest is the well-known Green function which is defined as

G(z,y|z) Zp(” x,y)z z € C.

n>0

If (X, )nen, is irreducible then the Green functions G(-,:|z) have a common radius of
convergence R > 1. Typical questions concern the asymptotic behaviour of the transi-
tion probabilities p(™ (z,y) as n — oo. In many cases one gets a power law of the form
p")(z,2) ~ Co™n?, d € R, C > 0, where g := limsup,_,. p™ (z,2)/™ = 1/R is the spec-
tral mdzus of the transition operator P of (X, )nen, and 0 := ged{m € N | pi"™(z, z) > 0}
is the period of the random walk (see e.g. [57] for further explanations). This gives a first
important motivation for the use of generating functions. In the following chapters we will
present more details and applications.

Another important class of generating functions is given by first visit generating functions
defined as
F(z,y|2) ZIP’ n=y,Ym<n:X, #y|Xo=1|2"
n>0
which are closely related to Green functions: by conditioning on the first visit to y we get
the following essential equation:

G(z,ylz) = F(x,y|2) - G(y,yl|2).

This interaction between different classes of generating functions is very typical also in
other context. In order to analyze some generating function M (z) of interest one uses very
often a strategy as follows: one considers “simpler” generating functions M (z), ..., My(2),
which are somehow in relation with M (z), and tries to establish some system of equations
in the unknown variables M;(z), ..., My(z). Then one solves this system and the solutions
M (z),..., My(z) allow a better description of M(z) or even give rise to a formula for
M (z), from which one can deduce the aimed results. In particular, this strategy is used in
different ways in all the Publications A-D in the appendix. We also refer to the next section
where we explain in more detail this interrelation of the involved generating functions in
the setting of free products. At this point let us mention the survey article of Woess [58]
which outlines the use of generating functions in the study of random walks.
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We also want to point out the link between generating functions and boundary theory.
The Martin boundary of random walks is defined via Martin kernels of the form K (z,y) :=
G(z,y|1)/G(0,x|1), where 0 € S is some reference point. In order to define the elements
of the Martin boundary one lets y tend to infinity and considers the pointwise limits (in
the variable x) of the Martin kernels. For more details on Martin boundary we refer e.g.
to Woess [55, 57].

Applications of generating function techniques are not necessarily restricted to generating
functions with some transition probabilities as coefficients. They also play an important
role in combinatorics when one wants to deduce the asymptotic behaviour of the growth
of some quantities. For instance, let (m,),en be a sequence of some quantities of interest
and define the generating function N(z) = > ., m,2". Then — if the underlying structure
allows this — one can follow the same strategy and analysis as explained above in order to
deduce the asymptotic behaviour of m,, as n — oco.

Furthermore, sometimes it is convenient to deal with double generating functions, which
are power series in two variables y,z € C of the form V(y,z) = > ~(Umay™2". In
particular, in Publications A and C we use double generating functions.

1.3 Free Products of Graphs

In this section we give a brief introduction to free products of graphs which form the
underlying structure of the random walks considered in Publications A, B and C. Free
products play an important role in graph and group theory. Stalling’s Splitting Theorem
states that the Cayley graph of a finitely generated group I' has more than one (geometric)
end if and only if I' admits a non-trivial decomposition as a free product by amalgamation
or an HNN-extension over a finite subgroup. Free products are special cases of amalgamated
free products (see e.g. Gilch [24] for definition and examples) and still allow calculations
in many situations, while these calculations are getting much more difficult on one-ended
non-amenable graphs.

We want to recall the definition of free products. Let 2 < r € N and suppose we are given
rooted graphs G; = (V;,0;) for each i € {1,...,r}, where V; is the vertex set of GG; and
o; some distinguished vertex. We call o; the root of G; and we write ~; for the adjacency
relation on G;. We set V.* :=V; \ {0;}. Define

TLEN,Z’Z‘EUVEX,ZEJ'GVT;; :>$j+1¢VT:L<}U{O}, (11)

=1

V.= {xlxn

which is the set of all finite words with letters in (J,_, V;* such that no two consecutive
letters come from the same V;* and where o denotes the empty word. We have a partial
composition law on V:if wy = x1... 2y, wa = 41 ...y, € V with x,, € V" and y; ¢ V.*
then the concatenation wjw, is again an element of V. Additionally, we set w;0; := w; for

J # 1, o;ws := wy and wo 1= w =: ow.
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We now define a natural adjacency relation ~ on V' as follows: if u; ~; v; for u;,v; € V;
and if w € V does not end with a letter in V;*, then wu; ~ wuv;.

The free product of Gy, ..., G, is now given by G := G1*...xG, := (V, 0) together with the
adjacency relation ~. For better visualisation, we explain its graph structure: take copies
of G1,...,G, and glue them together at their roots o;, which becomes o; inductively, at
each vertex w = z; ..., with x,, € V; attach at w copies of the graphs G, j # i, where
each o; is identified with w. This leads to a cactus-like structure of G, see Figure 1.1.

L pd R
A K AT

| | / \ / \
p N p N A k

(a) Ko K3 (b) Ko % K4 (c) K3 K4

Figure 1.1: Examples for free products of complete graphs K,.

Suppose now we are given random walks on (; governed by transition matrices P; =
(pi(xi, yz))x eV where the entries p;(z;, y;) denote the single-step transition probabilities.
We now lift the random walks P; on the graphs G; to random walks on G governed by
transition matrices P; = (ﬁi(u, v))u,veV: if u;,v; € V; and w € V such that the last letter
of w does not belong to V;, then we set p;(wu;, wv;) := p;(u;, v;). Let be aq,...,a, € (0,1)
with 7, @; = 1. A natural way to define a random walk on G is then given by defining
the convex combination P := a; P, + ...+ o, P,, which becomes the transition operator of

the random walk on G.

A special case is the free product of groups: let I'y,... I, be finitely generated groups.
Then a (typical) Cayley graph of I' = I'; % ... % [, is just the free product of the Cayley
graphs of the single groups I'; with respect to some given (symmetric) generating sets
of the I';’s. The random walk on I'; is then given by a distribution p; on I'; such that
pi(wi, vi) = pi(w;ty;) for zy,y; € Ty

The cactus-like structure of free products allows to deduce information about generating
functions associated with the free product from the corresponding generating functions
on the single factors G;. The techniques which we use for rewriting probability gener-
ating functions on free products in terms of the corresponding generating functions on
the single factors of the free product were introduced independently and simultaneously
by Cartwright and Soardi [9], Woess [56], Voiculescu [53], and McLaughlin [47]. In the
following we want to describe this technique in more detail.

Denote by G;(u;, v;|z) the Green functions on G; with u;, v; € V; and we write G(u,v|z2),
u,v € V, for the Green functions associated with the random walk on G governed by P.
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Analogously, we write F'(u,v|z) and Fj(u;, v;|z) for the first visit generating functions on
the free product and on the single factors G;. A crucial fact is now that one can rewrite
some Green functions on G in terms of Green functions on Gj: in [56] a formula for the
Green function on G is derived by solving a system of algebraic equations. In particular, this
leads to the following important interrelation: for each i € {1,...,r}, there is a function
Gi(2), z € C, such that for all u;,v; € V; and each w € V with last letter not in V.*

F(wu;, wv;|z) = Fi(ui,vi‘g(z)); (1.2)
see also Woess [57, Proposition 9.18c]. Furthermore, we have
a; 2G(wu;, wu|2) = G (ui, UZ'|CZ'<Z))Q;<Z); (1.3)

see [57, Equation (9.20)]. The last equation establishes an important link between Green
functions of the free product and Green functions on the single factors. This in turn allows
us to deduce information for the asymptotic behaviour of the random walk on G from the
asymptotic behaviour of the random walks on the single factors G;.

Finally, we want to give an overview on some research articles which are closely related to
this interplay of generating functions on the free product and on the single factors. Lalley
[39] investigated infinite algebraic systems of generating functions of infinite free products
of finite graphs, where he derived local limit theorems analogous to [56]. For random walks
on free products by amalgamation over a finite normal subgroup Cartwright and Soardi
[9] derived a formula for the Green function on the amalgamated free product in terms of
Green functions on the single factors, which is essentially the same as in Woess [56]. In
Gilch [23] different formulas for the rate of escape (also called drift or speed) were derived
by strong use of generating function techniques. We will give further literature background
in the following chapters.



Chapter 2

Asymptotics of Return Probabilities

The analysis of asymptotic properties of irreducible random walks involves, in particular,
the interesting question of the behaviour of n-step return probabilities p™ (x, z) as n — oo.
Recall that the spectral radius o = lim,,_, p"® (2, 2)'/" = 1/R describes the exponential
asymptotic of the return probabilities, where R is the common radius of the Green functions
G(-,+|z) and 0 the period of the random walk; see e.g. [57]. Now one is interested in
describing the asymptotic behaviour of p(®®(z, x) even more precisely by determining the
leading sub-exponential term: in many cases one gets that

P, x) ~ C " (2.1)

for some suitable constants C' > 0 and o € R. For symmetric random walks on groups,
Gerl [20] conjectured that the power « is a group invariant. Cartwright’s astonishing result
[8] disproved this conjecture by giving an example of two symmetric random walks on
the free product Z¢ x Z? with d > 5, where each random walk satisfies a law as in (2.1)
but with different exponents «. This led to the question of L. Saloff-Coste whether the
range of different asymptotic behaviour could still be wider than in the cases considered
by Cartwright. This is related with the work of Chatterji, Pittet and Saloff-Coste [11].

Let us summarize some results about the asymptotic behaviour of return transition prob-
abilities related to free products and similar structures. Work in this direction has been
done since the 1970’s by, amongst others, Gerl, Sawyer, Woess, Cartwright, Soardi and
Lalley, see e.g. [9, 21, 37, 50, 56]. For finite range random walks on free groups, the n-step
return probabilities behave asymptotically like Co"n =3/ with ¢ < 1; see [21, 37]. In Gerl
[20] and Woess [54, 56] free products of finite groups are considered, where finite range
random walks obey also a ¢"n~%2-law. Picardello and Woess [49] derived the asymptotic
behaviour of n-step transition probabilities of random walks on amalgamated free products
of compact groups. Lalley [38] calculated the asymptotics for random walks on strings in
dependence on positive-recurrence, null-recurrence and transience.

Saloff-Coste’s question was the starting point for the investigation of the asymptotic be-
haviour of return probabilities of nearest neighbour random walks on free products of the
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form Z% * ... % Z%, where r > 2 and d,, ..., d, € N. More generally, we studied arbitrary
irreducible random walks on free products of groups I' = I'y * ... % ', where the Green
functions G;(x;, y;|2) on the single factors I'; admit a decomposition of the form

Gi(zi,yilz) = fi(2) + gi(2) - (Ri — 2)* logki(Ri —2) (2.2)

in a neighbourhood of z = R;, where R; is the radius of convergence of G;(-,-|z) and
where f;(z) and g;(z) are analytic functions with g(R;) # 0, ¢; € R and k; € Ny. Here,
we call (R; — 2)%log" (R; — z) the leading singular term. We note that [B] allows still
more general decompositions; see [B, Equation (2.2)]. A decomposition as in (2.2) is given
for nearest neighbour random walks on Z%; see [57] for simple random walk on Z% and
[B, Proposition 6.1] for arbitrary nearest neighbour random walks. In [B] it is shown that
there are only up to r + 1 different asymptotic types for the return probabilities of random
walks on free products, which gives a complete answer to Saloff-Coste’s question in the
case of free products of lattices:

Theorem 2.1. (see [B, Theorem 1.1])

Let 2 <reNanddy,...,d. € N. For each i € {1,...,r}, consider a probability measure
i on Z% with supp(p;) = {i—ey) |1 <j <d;}, where egi) is the j-th unit vector in Z%. For
any o, ... 0 > 0 with Y oy =1, let p =Y, a;pu; govern an (irreducible) random
walk on the free product Z% x .. . x Z% starting at e, where e denotes the identity of the free
product. Denote by o the spectral radius of the random walk governed by p.

Then the return probabilities p®™ (e, e) behave asymptotically either like C - o** - n~%/% for
i€ {l,...,r} orlike C-o® -n=/% for some constant C' = C,, depending on p. Moreover, if
all exponents d; are different and min{d,, ...,d,} > 5 then exactly r+1 different asymptotic
behaviours may occur by choosing the random walk adequately.

Let us note that, for random walks on Z< x Z¢ with d > 5, [8] gave examples for the two
possible behaviours of type n=%? and n=%/2. In [57, Proposition 17.13] Cartwright’s result
is explained that simple random walk obeys a ¢0**n~%? law; compare also with Cartwright
and Soardi [10].

We even investigated more general laws of the form Co~n *log"n (with ¢ being the
spectral radius), which led to the following theorem:

Theorem 2.2. (see [B, Theorems 3.1 and 4.1])

Let Ty, Ty be finitely generated groups equipped with random walk transition operators Py
and P, whose Green functions Gy(x1,y1|2) and Go(xa,y2|z) admit a decomposition of
the form (2.2) or as in [B, (2.2)]. Let be o € (0,1) and define the transition operator
P :=aP;+(1—a)Py on T %y, where o denotes its spectral radius and § its period. Then
one of the following different asymptotic behaviours must hold for the random walk on the
free product T'y % I's governed by P:

C’Q5nn_’\1 log™ n  or C’Q‘snn_’\2 log™n or C’Qé”n_g/Q.

The values of A1, Ao, K1, ko can be calculated from the values of qi,qa, k1, ko in (2.2).
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Moreover, the proof of this theorem gives a complete phase transition analysis: it is pre-
cisely formulated where the phase transitions occur and which of the types may occur.
Unfortunately, we are not able to present concrete examples with x; > 0; however, the
decomposition of the form (2.2) or as in [B, (2.2)] leads also to higher asymptotic orders
where the logarithmic term does not vanish; compare with [B, Section 8§].

The proof of Theorem 2.2 involves a strong use of generating functions which we sketch
in the following. The main technique for deriving these asymptotic behaviours consists of
an interaction between the Green functions on I'y % ... % I', and the Green functions on
the single factors I';: we plug the expansion given by (2.2) into the formula (1.3) and, by
careful analysis, we determine the leading singular algebraic-logarithmic term in the Green
function G(e, e|z) of the random walk on the free product. We find out that G(e, e|z) has
again a form as in (2.2), where the leading singular term is either inherited from one of
the factors I'y, ..., I", or which is a square root term.

Having identified the leading singular term of the Green function on the free product we
can deduce the asymptotic behaviour of p(™ (z, ) with the help of the well-known method
of Darbouz, which is a standard method for deriving asymptotics. At this point we want
to recall Darboux’s method. First, the Riemann-Lebesgue Lemma states that if a power
series H(z) = > -, hn2" has radius of convergence Ry and if H(z) is k-times continuously
differentiable on its circle of convergence, then h, R%n* — 0 as n — oo. Thus, one proceeds
as follows: identify all singularities on the circle of convergence and subtract parts of the
expansion near them such that the remaining part is sufficiently often differentiable on
the circle. The asymptotics of the coefficients h,, arise then from the expansions of the
leading singular term (and maybe the next higher order singular terms) in the expansion
of H(z) in a neighbourhood of z = Rpy.; we refer to Olver [48, Chap. 8, §9.2] and to
Flajolet and Segdewick [17] for the asymptotics of the coefficients in the expansions of
standard algebraic-logarithmic singular terms. We remark that another (modern) tool to
handle singular expansions is Singularity Analysis, which was developed by Flajolet and
Odlyzko [16]. However, Darboux’s method seems to be more accessible for an application
in our setting.

10



Chapter 3

Asymptotic Behaviour of Branching
Random Walks

3.1 Branching Random Walks

Consider a graph G equipped with an irreducible random walk transition operator P and
some distribution v on Ny with mean A\ > 1. A branching random walk (BRW) on G is a
growing cloud of particles that move on G in discrete time as follows. The process starts
with one single particle at some vertex of G. At each instant of time every particle produces
some offspring according to v and each descendant makes one step in G according to P.
Movements and branching of the particles are independent from each other.

Branching random walks are of particular interest at the intersection of abstract mathemat-
ics with physics and biology (e.g., bacteria spread out and infect neighbour cells). We give
a short overview on the qualitative behaviour of BRWs. Since A > 1 the BRW will survive
with positive probability; see e.g. Harris [29]. A first natural question is to ask whether the
BRW eventually fills up the whole graph, that is, whether every finite set of vertices will
eventually be occupied or free of particles. For BRW on Cayley graphs of non-amenable
groups one observes the following phase transition, where R denotes the common radius of
convergence of the Green functions associated with P: if A < R (weak survival phase) then
every finite set of vertices will eventually be free of particles (see Benjamini and Peres [5]
for A < R and Gantert and Miiller [19] for A = R); if A > R (strong survival phase) then
each vertex will be eventually visited with probability 1 (see [5]). In the first case the trace
of the BRW, which consists of all vertices and edges which are visited by the BRW, is a
proper subgraph of the Cayley graph of G; see Benjamini and Miiller [4].

Further important work in the context of BRW was done by Benjamini and Peres [5, 6],
where they give another powerful description of BRWs by tree-indexed random walks. In
[4] exponential volume growth of the trace of symmetric (that is, P is symmetric) BRWs
on non-amenable Cayley graphs is proved. BRWs are strongly connected with percolation
on graphs. For BRWs on free groups and regular trees it turns out that the law of the trace

11
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of a BRW is the law of an infinite cluster of some invariant percolation; see Benjamini,
Lyons and Schramm [3] and [4].

Finally, let us remark that BRWs have also been studied in the continuous-time setting,
see e.g. Harris [29, Chapter V] for Markov branching processes in continuous time and
Athreya and Ney [1, Chapter VI] for branching Brownian motion in Euclidean space.
Lalley and Sellke [40] studied the phase transition for branching Brownian motion on the
hyperbolic disc and Karpelevich, Pechersky and Suhov [35] generalized these results to
higher-dimensional Lobachevsky spaces.

3.2 Branching Random Walks on Free Products of
Groups

In view of Publication C of this thesis we consider now branching random walks on the
Cayley graphs of free products of groups I' = I'y * ... x [',, where I'y,... T’ are finitely
generated groups. We are interested in the weak survival phase N\ € (1, R], that is, the
cloud of particles moves towards the boundary €2 of the free product and each finite set of
vertices will be finally vacated. The limit set A of the BRW is the random subset of the
boundary €2 that consists of all ends in €2, where the BRW accumulates. Typical ways of
measuring the size of boundaries are by use of the boz-counting dimension BD(M) (also
known as the Minkowski dimension) or the Hausdorff dimension HD(M) for M C 2. Note
that existence of the box-counting dimension is not guaranteed a priori. Since the formal
definitions of these boundaries and dimensions are not necessary in order to state the main
results, we omit an exact definition at this point and refer to [C, page 8|.

The starting point for [C] was the work of Hueter and Lalley [31], who studied BRWs on
homogeneous trees in the phase 1 < A < R. In particular, they gave a formula for the
Hausdorff dimension HD(A) and showed that the Hausdorff dimension is at most half of
the size of the Hausdorft dimension of 2. Publication C extends these results to BRWs on
free products of groups I' = I'y ... x[',. and free products by amalgamation of finite groups
(for a definition, see e.g. [C, Section 3.3]). In order to be able to state the main result we
need some definitions: let F'(e, z|z) be the first-visit generating function on the free product
I', where e denotes the identity element of I' and = € I'. Denote by |z| the word length of
x in the sense of the definition in (1.1). Define the double generating function

Fr\z) = ) FlezNM =Y Fle,alG)=",

zel;\{e;} xi €l \{ei}

where we use (1.2) in the second equation with Fj(-,-|z) being the first visit generating
function on I'; and e; being the identity in I';. Now we can formulate our main result:

12



CHAPTER 3. ASYMPTOTIC BEHAVIOUR OF BRANCHING RANDOM WALKS

Theorem 3.1. (see [C, Theorem 3.5])

Suppose that v has a finite second moment. Then the bozx-counting dimension BD(A) ezists
and equals the Hausdorff dimension HD(A). Moreover, BD(A) = HD(A) = —log z*/ log 2,
where z* is the smallest real positive number with

LOROR)
LirEe

i=1

We remark that the above theorem is a reformulation of [C, Theorem 3.5 with o = 1,

where a € (0,1) is a scaling constant used in the definition of the dimensions. Moreover,
an analogous result to Theorem 3.1 is shown for the whole boundary 2 of the free product,
see [C, Theorem 3.8]. For the case of BRWs on free products by amalgamation of finite
groups we obtain a similar result, see [C, Corollary 3.18].

The behaviour of HD(A) when varying A (in particular, when A * R) is explained
in [C, Theorem 3.10], which leads to the following qualitative picture of the mapping
A — HD(A):

05}
04f
03}
02f

0.1F

I I I I
1.005 1.010 1.015 1.020

Figure 3.1: Hausdorff dimension HD(A) of a BRW on (Z/3Z) % (Z/2Z) in dependence of A
on the z-axis; the discontinuity is at A = R, and HD(A) = HD(Q2) for A > R.

In order to establish the formula for HD(A) in Theorem 3.1 we make once again a strong
use of generating function techniques as explained in Section 1.3: we consider the double
generating function F(\|z) := > F(e,z|\)z*l on the free product, which we rewrite in
terms of the corresponding double generating functions F,"(\|z) on the single factors:

1

r FOlR)
L= i TGl

F(A2) =

see [C, (4.1)]. This equation is the essential key in order to find out the radius of convergence
of F(A|z) (for given ), from which we can deduce the Hausdorff dimension of A. Let us
remark that the form of the last equation is characteristic for free products: analogous
equations have been established in [23] for the calculation of the asymptotic drift of random
walks on free products and in Gilch and Miiller [25] for the calculation of the connective
constant of self-avoiding walks on free products.
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Chapter 4

Asymptotic Entropy of Random
Walks

4.1 Random Walks and Asymptotic Entropy

Consider a transient Markov chain (X,,),en, on some infinite state space S and denote
by 7, the distribution of X,. We are interested whether the sequence —iE[logm,(X,)]
converges, and if so to compute its limit h. If the limit exists it is called the asymptotic
entropy of (X,)nen,, which was introduced by Avez [2] for transient random walks on
groups. This question is studied for random walks on different structures: Publication A
answers this question for random walks on free products of graphs while Publication D
gives an answer for random walks on regular languages.

We outline some background on this topic. For random walks on groups, existence of the
asymptotic entropy follows from Kingman’s subadditive ergodic theorem (see Kingman
[36]) due to subadditivity of the sequence (—logm,(X,))nen,. In particular, the sequence
—%log mn(X,) converges almost surely to the asymptotic entropy h. However, for non-
group invariant random walks existence of the entropy is not guaranteed a priori. In the
particular (non-group invariant) cases of free products of graphs and regular languages
we have no general subadditivity and only a partial composition law for two words of the
free product or regular language; hence, Kingman’s theorem can not be applied. For more
information about entropy of random walks on groups we refer to Kaimanovich and Vershik
[32], Derriennic [13] and Kaimanovich and Woess [33].

An important link between drift and harmonic analysis was obtained by Varopoulos [52]
who proved that for symmetric finite range random walks on groups the existence of non-
trivial bounded harmonic functions is equivalent to a non-zero rate of escape. This result
was generalized by Karlsson and Ledrappier [34] to symmetric random walks with finite
first moment of the step lengths. This leads to a link between the rate of escape and the
entropy of random walks, compare e.g. with [32] and Erschler [14].

14
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Erschler and Kaimanovich [15] asked whether drift and entropy of random walks on groups
with finite range vary real-analytically in terms of probability measures of constant support
in the following sense: let u be a finitely supported probability measure on a group Iy,
whose support supp(i) generates Iy as a semigroup. That is, we can write p = (u(s))ses
with some finite S C I'y. Then the asymptotic entropy depends on the parameters (14(s))ses
and we ask whether the entropy mapping p +— h = h(u) is real-analytic. This question can
be generalized to non-group invariant random walks, when the transition operator depends
on a finite number of parameters only.

The main goals in Publications A and D are to prove that the asymptotic entropy of the
underlying random walks exists and to prove its real-analytic behaviour. Compare also with
Ledrappier [41], who simultaneously proved this property for finite-range random walks on
free groups.

We collect some further recent results on analyticity of drift and entropy. Analyticity of the
drift of random walks on free products follows from the formula in Gilch [23]. Ledrappier
[42] showed that drift and entropy of finitely supported random walks on hyperbolic groups
are Lipschitz. Haissinksy, Mathieu and Miiller [27] showed that the rate of escape of random
walks on surface groups varies real-analytically. Mathieu [46] proved that the asymptotic
entropy of random walks on nonelementary hyperbolic groups is differentiable. The very
recent excellent work of Gouézel [26] shows that drift and entropy of random walks on
hyperbolic groups vary real-analytically. See also Ledrappier and Gilch [22], which is a
survey article about regularity of drift and entropy of some random walks.

Finally, we note that the technique of the proofs in Publication A and D was motivated
by Benjamini and Peres [6], who showed that, for finite-range random walks on groups,
the asymptotic entropy equals the rate of escape with respect to the Green distance which
is given by lim,, —% log G(e, X,,|1); Blachere, Haissinsky and Mathieu [7] extended the
results of [6] to random walks with finite first moment of the step lengths.

4.2 Asymptotic Entropy of Random Walks on Free
Products of Graphs

Let G1,..., G, be rooted graphs with finite or countable sets of vertices and edges. We now
consider a transient random walk on the free product G = G; * ... * G,.. We assume that
the random walk is uniformly irreducible (for a definition, see e.g. [A, (2.1)]. Denote by R
the common radius of convergence of the Green functions G(-,-|z) of the random walk on
the free product. Then we have:

Theorem 4.1. (see [A, Theorem 3.8])

Assume R > 1. Then the asymptotic entropy h = lim,, —%E[log (X)) exists, is strictly
positive and equals the rate of escape with respect to the Green distance.
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This generalizes the result of [6] and [7] to a non-group invariant setting. The proof of
Theorem 4.1 consists of proving existence of the rate of escape with respect to the Green
distance and then showing that this limit equals the entropy. Hence, a strong use of gen-
erating functions leads to the proposed result by studying the evolution of G(o0, X,|1) as
n — 00.

A formula for the entropy in terms of generating functions on the single factors G; is given
in [A, Theorem 3.8]. Another equivalent formula for h is derived in [A, Corollary 4.2] with
the help of double generating functions and an application of a theorem of Sawyer and
Steger [51, Theorem 2.2]. For the special case of free products of groups, a third formula is
given in [A, Theorem 5.1], from which the real-analytic behaviour of the entropy in terms
of probability measures of constant support is derived:

Corollary 4.2. (see [A, Corollary 5.2])

For transient finite-range random walks on free products of groups, the asymptotic entropy
varies real-analytically in terms of probability measures of constant support.

Observe that the last corollary holds also for free products of infinite groups which are
not necessarily hyperbolic. We remark that the formula for the entropy given in Mairesse
and Mathéus [43] for random walks on free products of finite groups depends also real-
analytically on transition probabilities with fixed support. Furthermore, we proved that
h = liminf, . — < log m,(X,) almost surely (see [A, Corollary 3.9]) and that — log 7, (X,)
converges also in Ly to h (see [A, Corollary 3.11]).

4.3 Random Walks on Regular Languages

Let A be a finite alphabet and denote by A* the set of all finite words over the alphabet
A, where we write o for the empty word. Furthermore, let (X,,)nen, be a transient Markov
chain on A* with Xy = o such that at each instant of time the last K € N letters of the
current word may be replaced by 2K other letters and the transition probabilities depend
only on the last K letters of the current word and the replacing letters. That is, the random
walk depends on a finite number of parameters which describe these single-step transitions.
Denote by £ C A* the set of all finite words which can be reached from o with positive
probability. Then £ forms a reqular language, that is, whose words are accepted by a finite-
state automaton. For further information on regular languages, we refer to Hopcraft and
Ullman [30].

Random walks on strings or regular languages have been studied in many cases. The most
important ones (in our context), amongst others, are the works of Malyshev [44, 45], Gairat,
Malyshev, Menshikov and Pelikh [18] and Lalley [38]. In [18] the Perron-Frobenius theory
was applied in order to state criteria for positive-recurrence, null-recurrence and transience.
Moreover, Malyshev proved stabilization laws concerning existence of the stationary dis-
tribution and speed in the transient case and convergence of conditional distributions in
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the ergodic case. Yambartsev and Zamyatin [60] proved a stabilization law for random
walks on two semi-infinite strings over a finite alphabet. Lalley [38] also studied random
walks on regular languages: he used generating functions in order to deduce the asymp-
totic behaviour of return probabilities p™ (0, 0) in dependence of the recurrence/transience
behaviour of the random walk. He showed that the return probabilities must obey one of
three possible power laws. In particular, [38] introduced several other generating functions
which are also useful for our purpose. The key fact at this point is that one can calculate
these generating functions by establishing and solving a system of quadratic equations
which interconnects these generating functions. Lalley’s work was the starting point for
the investigation of existence of the drift in [24], which in turn was the starting point for
Publication D. The main result of D is the following theorem:

Theorem 4.3. (see [D, Theorem 2.5 and Corollary 2.8])

Consider a transient random walk (X, )nen, 0n a regular language, which satisfies Assump-
tions 2.1 and 2.4 in [D]. Then the asymptotic entropy h of (X, )nen, exists and varies real-
analytically in terms of probability measures of constant support. Moreover, the asymptotic
entropy equals the rate of escape with respect to the Green distance.

As in the proof of Theorem 4.1, one first proves that the rate of escape with respect to the
Green distance exists and then shows that it equals the asymptotic entropy. This involves
once again a strong use of generating functions.

A formula for the entropy is given in [D, Theorem 2.5]: it identifies the asymptotic entropy
via the Shannon entropy (i.e., the asymptotic entropy of a stationary process in the sense
of Shannon; see e.g. Cover and Thomas [12]) of a hidden Markov chain with an underlying
ergodic Markov chain. Similar to [A] we have that h = liminf, —% log 7, (X,,) almost
surely and that —% log 7,(X,,) converges in L, to h; see [D, Corollary 2.7].

Another main goal of the paper was not only to show existence of the asymptotic entropy
and to deduce formulas for it, but also to show that it varies real-analytically. To this end
we cut the random walk into pieces with the help of the concept of cones, a concept which
is often used when studying random walks on graphs. It turns out that the pieces of the
random walk between the final entries into the different cones form an ergodic Markov chain
from which we deduce a hidden Markov chain. The big task is to prove that the involved
entropy of this hidden Markov chain varies real-analytically in terms of the entries of the
transition matrix of the underlying finite Markov chain. This property can be shown with
the result of Han and Marcus [28], who showed that the entropy of a hidden Markov
chain varies real-analytically if the transition matrix of the underlying finite Markov chain
satisfies some properties. The main task in Publication D is to make a tricky, laborious
recoding of an involved finite ergodic Markov chain (that is, the stochastic process arising
from the random walk on £ by cutting it into pieces with the help of cones) such that the
recoded finite Markov chain leads to the same hidden Markov chain in distribution but
additonally satisfying the assumptions of the theorem of Han and Marcus. This leads to
the following result:
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Theorem 4.4. (see [D, Theorem 2.6])

Consider a transient random walk on a reqular language satisfying Assumptions 2.1 and
2.4 in [D]. Then the asymptotic entropy h varies real-analytically in terms of probability
measures of constant support.

Finally, let us remark that the results in Publication D are by no means direct generaliza-
tions of Ledrappier [41], who proved the real-analytic behaviour of the entropy for random
walks on free groups. First, the approaches are different: while [41] identifies the asymp-
totic entropy as the boundary entropy, Publication D identifies the asymptotic entropy
as the Shannon entropy of a hidden Markov chain. Second, the results in Publication D
adapt to the situation of virtually free groups, which are generalisations of free groups, but
the range of applications is considerably wider (e.g., context-free graphs); we refer to [D,
Section 2.2.3] for further comments. See also Woess [59], where a similar concept of cones
has been used independently.
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1 Introduction

Suppose we are given a finite family of finite or countable sets Vi, ..., V, with distinguished vertices
0, € Vi forie{1,...,r}. The free product of the sets V; is given by V := V; .. .xV,, the set of all finite
words of the form x; ...x, such that each letter is an element of Uir=1 Vi \ {o;} and two consecutive
letters arise not from the same V;. We consider a transient Markov chain (X,) ey, on V starting at
the empty word o, which arises from a convex combination of transition probabilities on the sets V;.
Denote by 7, the distribution of X,,. We are interested in whether the sequence E[—log t,(X,)]/n
converges, and if so, to compute this constant. If the limit exists, it is called the asymptotic entropy.
In this paper, we study this question for random walks on general free products. In particular, we
will derive three different formulas for the entropy by using three different techniques.

Let us outline some results about random walks on free products: for free products of finite groups,
Mairesse and Mathéus [21] computed an explicit formula for the rate of escape and asymptotic
entropy by solving a finite system of polynomial equations. Their result remains valid in the case
of free products of infinite groups, but one needs then to solve an infinite system of polynomial
equations. Gilch [11] computed two different formulas for the rate of escape with respect to the
word length of random walks on free products of graphs by different techniques, and also a third
formula for free products of (not necessarily finite) groups. The techniques of [11] are adapted to
the present setting. Asymptotic behaviour of return probabilities of random walks on free products
has also been studied in many ways; e.g. Gerl and Woess [10], [28], Sawyer [24], Cartwright and
Soardi [5], and Lalley [ 18], Candellero and Gilch [4].

Our proof of existence of the entropy envolves generating functions techniques. The techniques we
use for rewriting probability generating functions in terms of functions on the factors of the free
product were introduced independently and simultaneously by Cartwright and Soardi [5], Woess
[28], Voiculescu [27] and McLaughlin [22]. In particular, we will see that asymptotic entropy is
the rate of escape with respect to a distance function in terms of Green functions. While it is well-
known by Kingman’s subadditive ergodic theorem (see Kingman [17]) that entropy (introduced by
Avez [1]) exists for random walks on groups whenever E[—log 71,(X;)] < og existence for random
walks on other structures is not known a priori. We are not able to apply Kingman’s theorem in our
present setting, since we have no (general) subadditivity and we have only a partial composition
law for two elements of the free product. For more details about entropy of random walks on groups
we refer to Kaimanovich and Vershik [ 14] and Derriennic [ 7].

An important link between drifts and harmonic analysis was obtained by Varopoulos [26]. He proved
that for symmetric finite range random walks on groups the existence of non-trivial bounded har-
monic functions is equivalent to a non-zero rate of escape. Karlsson and Ledrappier [ 16] generalized
this result to symmetric random walks with finite first moment of the step lengths. This leads to a
link between the rate of escape and the entropy of random walks, compare e.g. with Kaimanovich
and Vershik [14] and Erschler [8]. Erschler and Kaimanovich [9] asked if drift and entropy of ran-
dom walks on groups vary continuously on the probability measure, which governs the random
walk. We prove real-analyticity of the entropy when varying the probabilty measure of constant
support; compare also with the recent work of Ledrappier [19], who simultaneously proved this
property for finite-range random walks on free groups.

Apart from the proof of existence of the asymptotic entropy h = lim,_, o E[—log ,(X,,)]/n (The-
orem 3.7), we will calculate explicit formulas for the entropy (see Theorems 3.7, 3.8, 5.1 and
Corollary 4.2) and we will show that the entropy is non-zero. The technique of our proof of exis-
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tence of the entropy was motivated by Benjamini and Peres [2], where it is shown that for random
walks on groups the entropy equals the rate of escape w.r.t. the Greenian distance; compare also
with Blachere, Haissinsky and Mathieu [3]. We are also able to show that, for random walks on
free products of graphs, the asymptotic entropy equals just the rate of escape w.r.t. the Greenian
distance (see Corollary 3.3 in view of Theorem 3.7). Moreover, we prove convergence in probability
and convergence in L; (if the non-zero single transition probabilities are bounded away from 0) of
the sequence —% log 7,(X,) to h (see Corollary 3.11), and we show also that h can be computed
along almost every sample path as the limes inferior of the aforementioned sequence (Corollary
3.9). In the case of random walks on discrete groups, Kingman’s subadditive ergodic theorem pro-
vides both the almost sure convergence and the convergence in L, to the asymptotic entropy; in the
case of general free products there is neither a global composition law for elements of the free prod-
uct nor subadditivity. Thus, in the latter case we have to introduce and investigate new processes.
The question of almost sure convergence of —% log 7r,,(X,) to some constant h, however, remains
open. Similar results concerning existence and formulas for the entropy are proved in Gilch and
Miiller [12] for random walks on directed covers of graphs. The reasoning of our proofs follows the
argumentation in [12]: we will show that the entropy equals the rate of escape w.r.t. some special
length function, and we deduce the proposed properties analogously. In the present case of free
products of graphs, the reasoning is getting more complicated due to the more complex structure of
free products in contrast to directed covers, although the main results about existence and conver-
gence types are very similar. We will point out these difficulties and main differences to [12] at the
end of Section 3.2. Finally, we will link entropy with the rate of escape and the growth rate of the
free product, resulting in two inequalities (Corollary 6.4).

The plan of the paper is as follows: in Section 2 we define the random walk on the free product
and the associated generating functions. In Section 3 we prove existence of the asymptotic entropy
and give also an explicit formula for it. Another formula is derived in Section 4 with the help of
double generating functions and a theorem of Sawyer and Steger [25]. In Section 5 we use another
technique to compute a third explicit formula for the entropy of random walks on free products of
(not necessarily finite) groups. Section 6 links entropy with the rate of escape and the growth rate
of the free product. Sample computations are presented in Section 7.

2 Random Walks on Free Products

2.1 Free Products and Random Walks

Let £ :={1,...,r} € N, where r > 2. For each i € .#, consider a random walk with transition matrix
P; on a finite or countable state space V;. W.l.o.g. we assume that the sets V; are pairwise disjoint
and we exclude the case r = 2 = |V;| = |V,| (see below for further explanation). The corresponding
single and n-step transition probabilities are denoted by p;(x, y) and pgn)(x, y), where x,y € V,. For
every i € .#, we select an element o; of V; as the “root”. To help visualize this, we think of graphs Z;
with vertex sets V; and roots o; such that there is an oriented edge x — y if and only if p;(x, y) > 0.
Thus, we have a natural graph metric on the set V;. Furthermore, we shall assume that for every
i € # and every x € V; there is some n, € N such that pE"X) (0;,x) > 0. For sake of simplicity we
assume p;(x,x) =0 for every i € ¢ and x € V;. Moreover, we assume that the random walks on V;
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are uniformly irreducible, that is, there are sg) > 0 and K; € N such that for all x,y €V,

pilx,y)>0 = pgk)(x,y) > ag) for some k < K;. (2.1)

We set K := max;csK; and ¢y := min;c 4 e(()i). For instance, this property is satisfied for nearest
neighbour random walks on Cayley graphs of finitely generated groups, which are governed by
probability measures on the groups.

Let V* :=V; \ {0;} for every i € .# and let V.* := ;. , V;*. The free product is given by

V = Vix...xV,

= {xlxz Xy |NEN,X; €V, x; €V = xjq €V } u {o}. (2.2)
The elements of V are “words” with letters, also called blocks, from the sets V,* such that no two
consecutive letters come from the same V;. The empty word o describes the root of V. If u =
up...up, €Vandv=v,...v, € Vwithu,, € V; and v; ¢ V; then uv stands for their concatenation
as words. This is only a partial composition law, which makes defining the asymptotic entropy more
complicated than in the case of free products of groups. In particular, we set uo; :=u for all i € .#
and ou :=u. Note that V; C V and o; as a word in V is identified with o. The block length of a word
U =u...u, is given by |lul| :== m. Additionally, we set ||o|| := 0. The type 7(u) of u is defined to
be i if u,, € V,*; we set 7(0) := 0. Finally, ii denotes the last letter u,, of u. The set V can again be
interpreted as the vertex set of a graph &, which is constructed as follows: take copies of 27, ... %,
and glue them together at their roots to one single common root, which becomes o; inductively, at
each vertex v; ... v, with v, € V; attach a copy of every &, j # i, and so on. Thus, we have also a
natural graph metric associated to the elements in V.

The next step is the construction of a new Markov chain on the free product. For this purpose, we lift
P; to a transition matrix P; on V: if x € V with 7(x) # i and v,w € V,, then p;(xv, xw) := p;(v,w).
Otherwise we set p;(x,y) := 0. We choose 0 < a1,...,a, € R with Ziey a; = 1. Then we obtain a
new transition matrix on V given by

P= Z a;P;.

ics
The random walk on V starting at o, which is governed by P, is described by the sequence of random
variables (X, )en,- For x, y € V, the associated single and n-step transition probabilities are denoted
by p(x, y) and p™(x, y). Thus, P governs a nearest neighbour random walk on the graph &, where
P arises from a convex combination of the nearest neighbour random walks on the graphs &;.

Theorem 3.3 in [11] shows existence (including a formula) of a positive number ¢, such that £, =
lim,_, o|IX,,||/n almost surely. The number £ is called the rate of escape w.r.t. the block length.
Denote by 7, the distribution of X,,. If there is a real number h such that

[— 37 1
h= nangOEIE[ - log nn(Xn)] >

then h is called the asymptotic entropy of the process (X, )nen,; We write Ny := N\ {0}. If the sets
V; are groups and the random walks P; are governed by probability measures u;, existence of the
asymptotic entropy rate is well-known, and in this case we even have h = limnﬁoo—% log 7, (X,,)
almost surely; see Derriennic [ 7] and Kaimanovich and Vershik [ 14]. We prove existence of h in the
case of general free products.
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2.2 Generating Functions

Our main tool will be the usage of generating functions, which we introduce now. The Green func-
tions related to P; and P are given by

Gi(xpyil2) = Y pM(x,y)z"  and  Glx,ylz) = Y pM(x,y)2",

n=0 n=0

where z € C, x;,y; € V; and x,y € V. At this point we make the basic assumption that the radius
of convergence R of G(-,|z) is strictly bigger than 1. This implies transience of our random walk on
V. Thus, we may exclude the case r = 2 = |V;| = |V,|, because we get recurrence in this case. For
instance, if all P; govern reversible Markov chains, then R > 1; see [ 29, Theorem 10.3]. Furthermore,
it is easy to see that R > 1 holds also if there is some i € .# such that pgn)(oi, 0;)=0forallneN.

The first visit generating functions related to P; and P are given by

Fi(x;,yilz) = ZIF’[ eri) =y,Vm<n—1: Yrg) £yl Yo(i) =Xx;]2" and
n=0
F(x,ylz) = ZIF’[XH =y,VYm<n—1:X, #y|Xo=x]z",
n=0

where (eri))neNo describes a random walk on V; governed by P;. The stopping time of the first

return to o is defined as T, :=inf{m > 1| X,,, = o}. For i € .#, define

Hiz):= ;P[TO =n,X, ¢V*]z" and &;(z):= 1_a—£(z)

We write also &; := &;(1), & i = min;c 4 &; and &, := max;c 4 &;. Observe that &; < 1; see [11,
Lemma 2.3]. We have F(x;, y;|z) = Fi(xi,yilii(z)) for all x;, y; € V;; see Woess [ 29, Prop. 9.18c].
Thus,

a;z
1- Zjeﬂ\{i} ZSEVj ajpj(ojas)ZFj(s) 0j }g_;(z))

For x; € V; and x € V, define the stopping times T)Sf') =inf{m > 1| Yrgi) =x;} and T, := inf{m >
1| X,,, = x}, which take both values in NU {og. Then the last visit generating functions related to P,
and P are defined as

gilz):=

Li(x;,yilz) = ZP[ Yn(i) =Yi T)Ef) >n| Yo(l) = Xi] z",
n=>0
L(x,ylz) := Z]P’[any,Tx>n|X0:x]z”.

n>0

fx=x1...X,Y =X1...XpXp41 €V with 7(x,,1) =1 then
L(x, y12) = Li( 01, Xpi1 | £4(2)); (2.3)

this equation is proved completely analogously to [29, Prop. 9.18c]. If all paths from x € V to
w € V have to pass through y € V, then

L(x,wlz) = L(x, yl2) - L(y, w|z);
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this can be easily checked by conditioning on the last visit of y when walking from x to w. We have
the following important equations, which follow by conditioning on the last visits of x; and x, the
first visits of y; and y respectively:
Gi(x, yilz) = Gi(xy,xil2) - Li(xy, yilz) = Fi(x, yil2) - Gi(yi, yil2),
G(x,ylz) = G(x,xlz)-L(x,ylz) =F(x,ylz) - G(y, yl2).

Observe that the generating functions F(-,-|z) and L(:,|z) have also radii of convergence strictl
bigger than 1.

2.4

3 The Asymptotic Entropy

3.1 Rate of Escape w.r.t. specific Length Function

In this subsection we prove existence of the rate of escape with respect to a specific length function.
From this we will deduce existence and a formula for the asymptotic entropy in the upcoming
subsection.

We assign to each element x; € V; the “length”
li(x;) :=—1log L(0, x;|1) = —log L;(0;, x;|&;).

We extend it to a length function on V by assigning to v; ...v,, € V the length
n n
W(vy...vy) = Z Loy (Vi) = —ZlogL(o, v;]1) =—1logL(0,v; ...v,|1).
i=1 i=1

Observe that the lengths can also be negative. E.g., this can be interpreted as height differences.
The aim of this subsection is to show existence of a number £ € R such that the quotient I[(X,,)/n
tends to £ almost surely as n — oQ We call £ the rate of escape w.r.t. the length function (-).

We follow now the reasoning of [11, Section 3]. Denote by X T(lk) the projection of X, to the first k
letters. We define the k-th exit time as

e = min{m eNy } Yn>m :X,(Ik) is Constant}.

Moreover, we define Wy := X, , 7y := 7(W;) and k(n) := max{k € N;, | e, < n}. We remark that
||X, || = ocas n — oq and consequently e, < ooalmost surely for every k € N; see [11, Prop. 2.5].
Recall that W, is just the laster letter of the random word Xe,- The process (Tj)ren is Markovian
and has transition probabilities

o g1 1
a6 =~ = —2( -1)
a; §;1-¢&; (1—§j)Gj(Oj;Oj|§j)
for i # j and G(i,i) = 0; see [11, Lemma 3.4]. This process is positive recurrent with invariant
probability measure

(1— .
@) = C_l'%(1—(1—&)@(01‘:01‘@)),
where C  := ;ai(lg—jgi)(l_(l_gi)Gi(Oi)0i|€i))§

81
30



PUBLICATION A. ASYMPTOTIC ENTROPY OF RAND. WALKS ON FREE PROD.

see [11, Section 3]. Furthermore, the rate of escape w.r.t. the block length exists almost surely and
is given by the almost sure constant limit

> N
i,J€L,i#] J1-&;'1,j

(see [11, Theorem 3.3]), where

1 Ei(Z)( 1 )

Yi,j(z) = Zgj(z) (1 _ gj(z))Gj(oj’Oj{gj(z)) —

Lemma 3.1. The process (Wk, Tk) xen 18 Markovian and has transition probabilities

( &1
_J_ )L h Fisi,
q((g,l) (h, ])) {g 5 j(05,hIE)), Z:z fj

Furthermore, the process is positive recurrent with invariant probability measure

(g, )= > v(q((+ ). (8. 0).-

jes

Remark: Observe that the transition probabilities q( (g, 1), (h, j)) of (VNVk, Tk ) ken do not depend on
g. Therefore, we will write sometimes an asterisk instead of g.

Proof. By [11, Section 3], the process (Wk, e —er_1, Tk) ey is Markovian and has transition prob-
abilities
[, 1,

L ey, KPR, i,

Q((g,m,i):(h:n’j)): 0 ifi=j

where kgn)(s) =P[X, =5,V <n:X ¢V*|Xg=o]fors e V*\V. Thus, (ka’fk)kEN is also
Markovian and has the following transition probabilities if i # j:

D 4((8%1), (hn, ) = 51 D>k Dis)p(s, h)

n>1 i s€V;n=1

q((g, 1), (h, )))

1—5JZLj(oj,s|€j) ()= @& 1-¢;

g 21 am PO T g g g )

In the third equality we conditioned on the last visit of o before finally walking from o to s and
we remark that h € ij. A straight-forward computation shows that 7 is the invariant probability
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measure of (\T\Ik, Tk ) ken» Where we write .o/ := {(g, 1) | iefgeV )

> m(g.i)-q((g. 1), (b)) >0 > (k) q( (k). (8, D)) - (D), (h, 1))

(g,1)ed (g,i)e.o kes
= > 1q((x0,(01)) > v(k) D q((+k).(g,1)
i€y kes geV
= >q(Ce 1), (h 1)) D vk - q(k, 1)
182 kes
= > q((x 1) (h, ) - (i) = n(h, ).
182

Now we are able to prove the following:

Proposition 3.2. There is a number ¢ € R such that

(X
{ = lim (Xx)

n—oQ n

almost surely.

Proof. Define h : . — R by h(g,j) := 1(g). Then zl/{le h(WA,TA) = Z;zll(wl) = 1(Wy). An
application of the ergodic theorem for positive recurrent Markov chains yields

(W) 1<~ o0
. :E;h(WA’Tl)—’Ch::Jhdn:

if the integral on the right hand side exists. We now show that this property holds. Observe that the
values G;(0j, g|€;) are uniformly bounded from above for all (g, j) € .¢/:

1
Gj(oj,81&;) = ZP;H)(Oj,g)gy <

< .

n>0 1=8&; 1= Cmax
For g € V.*, denote by |g| the smallest n € N such that p(T'z)g)(oT(g), g) > 0. Uniform irreducibility
of the random walk P; on V; implies that there are some &, > 0 and K € N such that for all j € .#,
x;j,Yj € V; with p;(x;,y;) > 0 we have pgk)(xj,yj) > g for some k < K. Thus, for (g,j) € ./ we
have

K
Gj(oj,8l&;) = Sl)glgljgl > (& gﬁin)m'

Observe that the inequality |g| - |log( £ §§ﬁn)} < log1/(1— &ax) holds if and only if |g| < log(1 —
Emax)/ log(eg EX. ). Define the sets

IOg( 1— gmax)

M :={ eVv*
RGN log(eo X))

F{=< lgl <

IOg(l - gmax) }
log(go &KX, ) 1

}, M2 = {g (S ‘/*><
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Recall Equation (2.4)

J|h|d7‘[

IA

IA

IA

IA

. We can now prove existence of f hdm:

D llogL;(o;,glE )| g, )

(g.))ed
> |logGjlo;,glEn| - (g, N+ Y. [logGiloj, 05| - (g, )
(g.))ed (g.))ed

> |logGilo;.81E))| - g, 1)

(g.))ed:geM;

+ D, logGjlo 1) - m(s, )+ maxlog Gj(o;, 05l ))
(8:)e4:g€M, !

Z |log(eo&k; )8! - (g, 1)

(8,))e.o/:geM;

+ D, [log(l= Ene)| - (s, ) + maxlog Gy(oj,01€))
(g.)e et geM, !

ST Jlog(eogX, I lgl - (g, )

(8.)ea:geM;
+[10g(1 = Emax)| + maxlog Gy(o;, 0;[E;) < o9

since Z(g’j)eﬂ |gl-m(g,j) < og see [11, Proof of Prop. 3.2]. From this follows that [(W,)/k tends
to Cy, almost surely. The next step is to show that

Z(Xn) - l(wk(n)) n—o00
n

0 almost surely. (3.1)

To prove this, assume now that we have the representations Wy,) = g182---8kn) and X, =
8182+ 8k(n) - - &|x, |- Define M := max{|log(eg &k ), [108(1 — &)} Then:

|1X,) — LWy

I,
= ‘— logLr(gi)(Or(gi)’gi|5¢(gi))‘
i=k(n)+1
< & log Gr(g)( 020 81 | Ex(e) ‘
i=k(m)+1 GT(gi)(OT(gi)’OT(gi) | gT(gi))
1%,
= 108 Go(g) (0x(> & | Exen)|

i=k(n)+1:g;€M,
X5l

+ Z |10gGT(gi)(OT(gi)>gi | Er(gi))|
i=k(n)+1:g;€M,

(Xl = k() - | 10g(1 — Eya)|
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(1
< > |logleo£X, e
i=k(n)+1:g;€M,
IXAl
+ D> 10801 = Ea)| + (Xl — k() - | 10g(1 = & pnay)|
i=k(n)+1:g;eM,
(1, [1X 1
< D lglM+ > M+ (X —km) - M
i=k(n)+1:g;€M, i=k(n)+1:g;€M,

< 3-M- (Tl— ek(n)).

Dividing the last inequality by n and letting n — ocoprovides analogously to Nagnibeda and Woess
[23, Section 5] that lim,_, o [(X;) — [(Wyy))) /n = 0 almost surely. Recall also that k/e; — ¢, and
ex(n)/n — 1 almost surely; compare [23, Proof of Theorem D] and [11, Prop. 3.2, Thm. 3.3]. Now
we can conclude:

1(X,)  UX) = 1(Wi)  L(Win)) k(1) €k(n) nooo
n o n k(n) exm n

Cp-fo almost surely. (3.2)

O

We now compute the constant C;, from the last proposition explicitly:

Ch = . 1g) > v(i) q((x 1) (8.1))

(g.))eo i€y
L8 18
= Z Z _long(Oj’glgj) V(l)_]_l ! Lj(oj,glé'j). (3.3)
ijes, eev> a; & 1-¢;
i 8

We conclude this subsection with the following observation:

Corollary 3.3. The rate of escape { is non-negative and it is the rate of escape w.r.t. the Greenian
metric, which is given by dgeen(x,y) :=—10gF(x, y|1). That is,

1
¢ = lim ——1logF(e,X,|1) = 0.
n—oo n
Proof. By (2.4), we get
1 1 1
¢ = lim ——logF(e,X,|1)— —1log G(X,,X,|1) + —log G(o,0]1).
n—oo n n n

Since F(e,X,|1) < 1 it remains to show that G(x, x|1) is uniformly bounded in x € V: for v,w € V,
the first visit generating function is defined as

U(v,w|z):Z]P’[Xn:w,VmE{l,...,n—l}:Xm#WIXO:v]z”. (3.9
n>1
Therefore,
1
G =S'v R —
(e, x12) = D UCe x[2)" = T—pe—s

n=0
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Since U(x, x|z) < 1 for all z € [1,R), U(x, x|0) = 0 and U(x, x|z) is continuous, stricly increasing
and strictly convex, we must have U(x, x|1) < }%, that is, 1 < G(x,x|1) < (1 - }%)_1. This finishes
the proof. O

3.2 Asymptotic Entropy

In this subsection we will prove that ¢ equals the asymptotic entropy, and we will give explicit
formulas for it. The technique of the proof which we will give was motivated by Benjamini and
Peres [2], where it is shown that the asymptotic entropy of random walks on discrete groups equals
the rate of escape w.r.t. the Greenian distance. The proof follows the same reasoning as in Gilch and
Miiller [12].

Recall that we made the assumption that the spectral radius of (X;,)nen, is strictly smaller than 1,
that is, the Green function G(o, o|z) has radius of convergence R > 1. Moreover, the functions &;(z),
i € 4, have radius of convergence bigger than 1. Recall that &; = £;(1) < 1 for every i € .#¢. Thus,
we can choose o € (1,R) such that &;(p) < 1 for all i € .#. We now need the following three
technical lemmas:

Lemma 3.4. For all m,n € N,

1 n
"(0,X,) < G(o,0le)- ) e
P " e 1—max;cq &i(0) e

Proof. Denote by 6, the circle with radius o in the complex plane centered at 0. A straightforward
computation shows for m € Ny:

1 ndz )1, ifm=0,

2mi ¢, Z 0, ifm#0.

Let be x = x;...x; € V. An application of Fubini’s Theorem yields
1 dz dz
—§ Glo,x|z)zg7™— = Zp(k)(o x)zkz m—

2mi %, b4 2mi %, 0
= ;=200 3€ — —p(’")(o x).
m k>0

Since G(o, x|2) is analytic on 6, we have |G(0, x|2)| < G(o, x|) for all |z| = o. Thus,

1
p™(0,x) < o 0 ™1 G(o,x|p) - 2me = G(o,x|p)- 0™

Iterated applications of equations (2.3) and (2.4) provide

il 1 il
G(O,XIQ) = G(O; OlQ) gl"r(xk)(of(xk)’xklgi(g)) < G(O:O|9)( 1— max;c , 5[(9)) .
Since [|X,|| < n, we obtain
p™(e,X,) < G(o,0l0)- ( - )n o™
1—max;e, &i(0)
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Lemma 3.5. Let (Ap)nens (@n)nens (br)nen be sequences of strictly positive numbers with A,, = a,+ b,,.
Assume that limn_,oo—%logAn = ¢ € [0,09 and that lim,_,.b,/q" = 0 for all q € (0,1). Then

limn_,oo—% loga, =c.
Proof. Under the made assumptions it can not be that liminf,_, ,a,/q" = 0 for every q € (0, 1).

Indeed, assume that this would hold. Choose any g > 0. Then there is a subseqence (a,, Jxen With
a, /q"™ — 0. Moreover, there is N; € N such that a,,, b, < q"/2 for all k > N,. But this implies

1 1
——log(ay, + by, ) = ——log(q"¥) =—logg.
Ny Ny

The last inequality holds for every g > 0, yielding that lim supn_)oo—% logA,, = oq a contradiction.
Thus, there is some N € N such that b,, < a,, for alln > N. We get for alln > N:

1 1 1 1 1
— logla, +by) < —Elog(an)=—;log(§an+§an)

IA

11 L +1b < 11 L 11 +b,)
nOg(Za" 2”)_ D nog(an n

Taking limits yields that —% log(a,) tends to c, since the leftmost and rightmost side of this inequality
chain tend to c. O

For the next lemma recall the definition of K from (2.1).

Lemma 3.6. For n €N, consider the function f, : V — R defined by

2
£ () o= [ 108 X0 P ™0 0), i P0,) >0,
e > otherwise.

Then there are constants d and D such that d < f,(x) <D forallneNand x € V.

Proof. Assume that p((o,x) > 0. Recall from the proof of Corollary 3.3 that we have G(x, x|1) <
(1 - }l{)_l. Therefore,

Kn?
1
D p"(0,x) < Glo,x11) < Flo,x1)- Glx,xI1) < -

>

1
m=0 R

that is
1

.
1=z

£,(6) = —~log
n

For the upper bound, observe that, by uniform irreducibility, x € V with p™(0,x) > 0 can be

reached from o in N, < K - |x| < Kn steps with a probability of at least 854’ where g, > 0 from (2.1)
2

is independent from x. Thus, at least one of the summands in anio p™ (0, x) has a value greater

or equal to 8(|)x| > g;. Thus, f,,(x) < —loge. O

Now we can state and prove our first main result:
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Theorem 3.7. Assume R > 1. Then the asymptotic entropy exists and is given by

h=to ), l(@)n(g,7(8)) = L.

gevx
Proof. By (2.4) we can rewrite £ as
(= Tim — 2 log L(0.X.[1) = lim — 2+ log 22 XnlD) _ 1 G(0,X,|1)
= lim ——1logL(o = lim ——log————— = 1lim ——1lo ) .
n— 00 n g b n n—00 n g G(0,0l].) n—00 g > n
Since
G(0,X,11) = > p™(0,X,) = p™(0,X,)) = m,(X,),
m=0
we have 1
liminf——log 7, (X,) = £. (3.5)
n—oo n

The next aim is to prove lim supn_,oo—%]E[ log nn(Xn)] < {. We now apply Lemma 3.5 by setting

Kn?
= > ™0, X,), ay:= Y p™(0,X,) and b, = > p™(0,X,).
m=0 m=0 m>Kn?+1
By Lemma 3.4,
G(O:O|Q) 1 n 1 n Q—Kn2—1
bi< D, m '(1 ) :G(O’Olg)'(1 ) ' -1
mox+1 8 —max;cy &;(0) —max;ey &;(0) 1-p¢

Therefore, b, decays faster than any geometric sequence. Applying Lemma 3.5 yields
Kn?

1
{= lim —— log Z p(m)(o,Xn) almost surely.
m=0

n—-oo

By Lemma 3.6, we may apply the Dominated Convergence Theorem and get:

n—oo

{ = f lim ——logZp(m)(o X,)dP
2

1
= i — M(o,X.)dP
nnJ nogZp (0.X,)

n—oo

= lim —— Zp(")(o x)log Z p™(0, x).

n—oo n Yev

Recall that Shannon’s Inequality gives

= > p™(0,x)logu(x) = — > p™(0,x)logp™ (0, x)

X€V xX€V
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for every finitely supported probability measure u on V. We apply now this inequality by setting
1 NK?(m) )
() = a7 2ameo P (0, )

{

[\

1 1
limsup — Zp(”)(o,x)log(an +1)— - Z p(”)(o,x)logp(”)(o,x)
n

n—oo T xXeV xX€V

1
= limsup—— J log 7, (X,) dP.

n—o0 n

Now we can conclude with Fatou’s Lemma:

—1 X —1 X
< fliminfmdﬁ" < 1iminff Md?
n—oo n n—oo n
—1 X
< limsupf Mdﬂ’ </{. (3.6)
n—o00 n

Thus, limn_,oo—%IE[ log nn(Xn)] exists and the limit equals £. The rest follows from (3.2) and
(3.3). O
We now give another formula for the asymptotic entropy which shows that it is strictly positive.
Theorem 3.8. Assume R > 1. Then the asymptotic entropy is given by

h=1t,- > —n(g,7(8))q((g.7(2)), (b, 7(h))) logq( (g, 7(g)), (h, 7())) > 0.

g,hev

Remarks: Observe that the sum on the right hand side of Theorem 3.8 equals the entropy rate (for
positive recurrent Markov chains) of (Wk, T k) ren» Which is defined by the almost sure constant limit

1 _ _
hQ = nll»moo_a log.un((wl: Tl): [ERR) (Wna Tn)):

where ,((g1,71),---,(gn,Tx)) is the joint distribution of ((Wl,rl),...,(Wn, 7,)). Thatis, h =
{ - hg. For more details, we refer e.g. to Cover and Thomas [6, Chapter 4].

At this point it is essential that we have defined the length function [(-) with the help of the functions
L(x, y|z) and not by the Greenian metric.

Proof. For a moment let be x = x;...x, € V. Then:

n
(x) = — IOgl_[ LT(xj)(OT(xj)i legf(xj))
j=1

Ar(xy) Selxy_y) 17 Enxy

= —log
j=

Lot (00633, X5 1E 2.
O — () (02> X31€2(xy)

gf(xl) ar(xn) (1 - g‘r(xn))
Ar(x;) g’r(xn) (1 - gfr(xl))

- IOgLT(xl)(OT(xl): X1 |€'r(x1)) + log

= — logl—[ q((Cejmr, T0xj-1)), (3, 7(x;)))
=2

gf(xl) ®r(x,) (1 - gr(xn))
Ar(x;) gr(xn) (1 - gr(xl))

_logLT(xl)(OT(xl)’x1|€'r(x1)) +10g (37)

89

38



PUBLICATION A. ASYMPTOTIC ENTROPY OF RAND. WALKS ON FREE PROD.

We now replace x by X, in the last equation: since [(X,,)/n tends to h almost surely, the subsequence
(I(Xe,)/ k) ke cOnverges also to h. Since mine » &; > 0 and max;e 4 &; < 1, we get

1 &) %) (1= E00) ko
— log wlx) 7o) *0)7 K299 ) almost surely,
€k ®r(x;) gr(xk) (1 - ‘gr(xl))

where x; := X, and x; := W, = Xek' By positive recurrence of (Wk, T k)keN’ an application of the
ergodic theorem yields

j L -
_E log!:!q((wj—li Tj—l)’ (W’ T]))

5 K== > n(s7(8)) q((8, (D), (b, 7(h)) logq( (g, (), (b, T(h)) > O as.,
g,hev;
w(g)(h)

whenever h’ < oq Obviously, for every x; € V.*

. 1
kILIIéO_e_kIOgLT(Xﬂ(OT(h)’xllgf(ﬁ)) =0 almost surely.

Since limy_, ook /e, = £y we get

(X (X
h= lim M: lim Mk:h’-fo,
k—oo e k—oo ke

whenever k' < oq In particular, h > 0 since £, > 0 by [11, Section 4].

It remains to show that it cannot be that i’ = oq For this purpose, assume now k' = o Define for
N &N the function hy : (V*X)2 — R by

hy(g,h) :==N A(—logq((g,7(8)), (h, (h))).

Then
1< o
_EZZIIOghN(Xej—l’Xej)
J:
k—oo
N h=— > (g, 7)) a((g, 7)), (h, 7()) loghy(g,h)  almost surely.
g,hev,
t(g)#7(h)

Observe that ), — coas N — o Since hy(g,h) < —logq((g,r(g)), (h,7(h))) and k' = ocoby
assumption there is for every M € R and almost every trajectory of (Wk) ey an almost surely finite
random time Ty € N such that for all k > T

1< ~ N
— = 2 loga((Wy_y, 7). (W;, 7)) > M. (3.8)
j=2
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On the other hand side there is for every M > 0, every small ¢ > 0 and almost every trajectory an
almost surely finite random time Ty such that for all k > T,

k
ZIOgLT(Xej)(OT(Xej)’Xe,-|€T(Xej)) €(h—eh+¢€) and

1
€ =)

1< 3 ~
—— 2 logq((&e, 7o) Ko, 7))
k =2

k1l = =
= —e—kEZzlogq((xejil,Tj—l))(XejJTj)) >£OM
j=

Furthermore, since min;c 4 &; > 0 and max;c 4 &; < 1 there is an almost surely finite random time
T, > Ty, such that for all k > T, and all x; =X, and x; =X,

1 g’r(xl) ®r(xp) (1 - g’r(xk))
——log
€k ®r(x;) 5r(xk) (1 - ‘gr(xl))

€(—e&,e) and

1
o 108 Lr(x))(0c(x,)s X11E2(xy)) € (—&,8).

Choose now M > (h+3¢)/{,. Then we get the desired contradiction, when we substitute in equality
(3.7) the vertex x by X, with k > T,, divide by e, on both sides and see that the left side is in
(h—¢&,h+ ¢) and the rightmost side is bigger than h+ ¢. This finishes the proof of Theorem 3.8. [

Corollary 3.9. Assume R > 1. Then we have for almost every path of the random walk (X, )nen,

log ., (X
h = liminf— 28 %n).
n—oo n
Proof. Recall Inequality (3.5). Integrating both sides of this inequality yields together with the

inequality chain (3.6) that
. logm,(X,)
liminf———— — hdP =0,
n

n—oo

providing that h = lim infn_,oo—% log ,,(X,,) for almost every realisation of the random walk. O

The following lemma gives some properties concerning general measure theory:

Lemma 3.10. Let (Z,)qen, be a sequence of non-negative random variables and 0 < ¢ € R. Suppose
that liminf,_, Z, = ¢ almost surely and lim,_,o.E[ Z,] = c. Then the following holds:

P . . e
1. Z, — ¢, that is, Z, converges in probability to c.

L
2. If Z,, is uniformly bounded then Z,, — c, that is, ﬂZn — c|dIF> —0asn— oQ
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Proof. First, we prove convergence in probability of (Z,),en,- For every 6, > 0, there is some index
Nj, such that for all n > N5,

ondPe(c—51,0+61).

Furthermore, due to the above made assumptions on (Z,)ey, there is for every 6, > 0 some index
Nj, such that for all n > N,

P[Z,>c—6,]>1—0,. 3.9
Since ¢ = limn_,oof Z,dP it must be that for every arbitrary but fixed ¢ > 0, every 6; < € and for
all n big enough

P[Z,>c—61](c=8)+P[Z,>c+e¢] -(€+51)SJanIP’Sc+61,

or equivalently,
C+51—P[ZH>C—51] '(C—El)

P[Z,>c+e] < s

Letting 6, — 0 we get

25,

limsupP| Z, >c+¢e| < .
n—>oop [ " :| €+51

Since we can choose 6, arbitrarily small we get
P[Z,>c+e] 220 foralle>0.

This yields convergence in probability of Z,, to c.

In order to prove the second part of the lemma we define for any small € > 0 and n € N the events
Ape=[1Zy—cl<e] and B, :=[1Z,—c|>¢].

For arbitrary but fixed ¢ > 0, convergence in probability of Z, to ¢ gives an integer N, € N such
that P[B, .] < & for all n > N,. Since 0 < Z, < M is assumed to be uniformly bounded, we get for
n=N,:

len—cldP:J |Zn—c|dIP’+f 1Z,—c|dP < &+ e (M+c) =5 0.
n,e Bn)g

Thus, we have proved the second part of the lemma. O

We can apply the last lemma immediately to our setting:

Corollary 3.11. Assume R > 1. Then we have the following types of convergence:

1. Convergence in probability:

1 P
- log ,(X,) = h.
2. Assume that there is cq > 0 such that p(x, y) = ¢, whenever p(x,y) > 0. Then:
1 Ly
——logm,(X,) — h.
n
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Proof. Setting Z, = —}llog n,(X,) and applying Lemma 3.10 yields the claim. Note that the as-

sumption p(x, y) > ¢, yields 0 < —8aa) <

—logcy. O
The assumption of the second part of the last corollary is obviously satisfied if we consider free
products of finite graphs.

The reasoning in our proofs for existence of the entropy and its different properties (in particular,
the reasoning in Section 3.2) is very similar to the argumentation in [ 12]. However, the structure of
free products of graphs is more complicated than in the case of directed covers as considered in [12].
We outline the main differences to the reasoning in the aforementionend article. First, in [12] a very
similar rate of escape (compare [ 12, Theorem 3.8] with Proposition 3.2) is considered, which arises
from a length function induced by last visit generating functions. While the proof of existence of the
rate of escape in [12] is easy to check, we have to make more effort in the case of free products,
since —logL;(0;,x|1) is not necessarily bounded for x € V;. Additionally, one has to study the
various ingridients of the proof more carefully, since non-trivial loops are possible in our setting in
contrast to random walks on trees. Secondly, in [ 12] the invariant measure 7'5( g, T(g)) of our proof
collapses to ¥(7(g)), that is, in [12] one has to study the sequence ( (W) .y, While in our setting
we have to study the more complex sequence (Wk, T(Wk)) ren; compare [ 12, proof of Theorem 3.8]
with Lemma 3.1 and Proposition 3.2.

4 A Formula via Double Generating Functions
In this section we derive another formula for the asymptotic entropy. The main tool is the following
theorem of Sawyer and Steger [25, Theorem 2.2]:

Theorem 4.1 (Sawyer and Steger). Let (V) ey, be a sequence of real-valued random variables such
that, for some 6 > 0,

E(Zexp(—rYn —sn))= C(r.s) for0<rs<3a,

= g(r,s)

where C(r,s) and g(r,s) are analytic for |r|,|s| < & and C(0,0) # 0. Denote by g/ and gs' the partial
derivatives of g with respect to r and s. Then

Yn n—oo g;{(oy O)
—_—

Imost surely.
- 2/(0,0) almost surely.
Setting z = e * and Y,, := —log L(0,X,|1) the expectation in Theorem 4.1 becomes
8(rz)=">_> p™(0,x)L(0,x[1)"s" = > G(o, x|z)L (0, x[1)".
x€V n>0 xX€V

We define fori € .4, r,z € C:

£(r,z) = 1+Z Z l_[LT(XJ Or(xj), |€T(X )(Z)) 7(x;) (Or(xj): |€T(x1 )r’

n=1x,..x,€V\{o} j=

Z Li((0;,x|&;(2)) Li(0;, x|&;)"

xeV*

£ (1,2)
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Finally, %,(r, %) is defined by

n
-‘4+(T‘,Z)'(1 +Z Z ]_[Lf(xj)(or(xj),Xj|€¢(xj)(z)) 'Lf(xj)(of(xj),legf(xj))r)-

n=2yx,..x,eV*\{o}, j=2

T(x)#

With these definitions we have Z(r,z) =1+ Ziey %.(r,2) and &(r,z) = G(o0,0l|2) - £(r,2). Simple
computations analogously to [11, Lemma 4.2, Corollary 4.3] yield

G(o0,0|2)

é’(r,z) = m, where E*(r,z) = ;

L7 (1,2)
1+ 21.*(1”,2)'

We now define C(r,2) := G(0,0|2) and g(r,2) :=1— £*(r,2) and apply Theorem 4.1 by differenti-
ating g(r,z) and evaluating the derivatives at (0, 1):

og(r,z) _ _szevix Li(o;, x|&;) -log L;(0;, x|&;)
91 |i=os=1 ics (1+ervix Li(Oi,X|5i))2
= _ZGi(Oi’0i|§i)'(1—§i)2‘ Z Gi(0;, x|&;)log L;(0;, x|&;)
[1=%4 xe\/i><
= = Gi(0;,0,18) - (1= £)*-
icr
log G;(0;, 0;¢;
'(ZGi(oi’x|€i)IOgGi(Oi’x|gi)_%;M)):
xX€V; i
og(r,z) _ 2
| T ;5(1—(1—5i(z))Gi(oi,oi|£i(z)))(Zzl
= Zgg(l)'(Gi(oi’oilgi)_(1_€i)G£(Oi’Oi|€i))'

i€y
Corollary 4.2. Assume R > 1. Then the entropy can be rewritten as

0g(rz)
e =5.(0,1)

2g(r,z) :
252) (0, 1)

5 Entropy of Random Walks on Free Products of Groups

In this section let each V; be a finitely generated group I'; with identity e; = 0;,. W.l.0.g. we assume
that the V;’s are pairwise disjoint. The free product is again a group with concatenation (followed
by iterated cancellations and contractions) as group operation. We write I'* :=T’; \ {e;}. Suppose
we are given a probability measure u; on T'; \ {e;} for every i € .¢ governing a random walk on T';,
that is, p;(x,y) = u;(x"'y) for all x, y € T;. Let (@;);c» be a family of strictly positive real numbers
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with Zieﬂ a; = 1. Then the random walk on the free product ' :=T'; % --- x I',. is defined by the
transition probabilities p(x, y) = u(x~'y), where

aui(w), ifwery,
p(w) =

0, otherwise.

Analogously, u(™ denotes the n-th convolution power of u. The random walk on T' starting at the
identity e of T' is again denoted by the sequence (X,) e, In particular, the radius of convergence
of the associated Green function is strictly bigger than 1; see [29, Theorem 10.10, Corollary 12.5].
In the case of free products of groups it is well-known that the entropy exists and can be written as
. _logﬂ:n(xn) . _logF(e:XnH)
h=lim ——— = lim ———;
n— o0 n n— o0 n
see Derriennic [ 7], Kaimanovich and Vershik [ 14] and Blachére, Haissinsky and Mathieu [3]. For
free products of finite groups, Mairesse and Mathéus [21] give an explicit formula for h, which
remains also valid for free products of countable groups, but in the latter case one needs the solution
of an infinite system of polynomial equations. In the following we will derive another formula for
the entropy, which holds also for free products of infinite groups.

We set 1(gy...¢,) := —logF(e,g;...g,|1). Observe that transitivity yields F(g, gh|1) = F(e,h|1).
Thus,

n n
(g1 ga) =—log]| | Flg1..-8j-1,81-.-;11) =— > logF(e, g;I1).
j=1 j=1
First, we rewrite the following expectations as

EI(X,) = >, > () ) [u (),

i€f g€l hel’
El(X,i1) = >, >, aui(g) Y 1(gh) u™(h).
i€f g€l her’

Thus,

El(X,1)—EI(X,) = Zzaiﬂi(g)J(l(gh)—l(h)) du™(h)

ie ¥ gel;
F(e,gX,|1)
> 3% ane) | —tog e qun. )
ic ¥ gel;
Recall that ||X,,|| — ocoalmost surely. That is, X,, converges almost surely to a random infinite word
N
X oo Of the form x7x5... € ( U::1 sz) , where two consecutive letters are not from the same I';.

Denote by X Ei)) the first letter of X, Let be g € T'. For n > e, the integrand in (5.1) is constant:
if T(X(OQ) # i then

F(e,gX,|1)
— 2~ —ogF
og Fle. X ogF(e, g),
and if 7(X()) =i then "
F(e,8X,[1) _ F(e,gx|1)
F(e,X,[1) Fe.x%|1)
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By [11, Section 5], fori € .# and g €T,

o(i) = PXYer;l=1-01-&)G(o;,0;&;) and
PIxW=g] = F(o,glE)(1—&)Gi(o;,0E) =(1—&)Gi(o, 8IE)).

Recall that F(e, g|1) = F;(o;, g|&;) for each g € T';. We get:

Theorem 5.1. Whenever h; := _ZgEFi ui(g)logu;(g) < ocofor all i € £, that is, when all random
walks on the factors T'; have finite single-step entropy, then the asymptotic entropy h of the random
walk on T is given by

h==2, > (@) (1 (D) logFi(op. g1E) + (1= €) Gilop0il) ()],

i€g g€l
where ,
Fi(o;,881E})

er,. 5.2
Flon g ¢ (5-2)

F(g):= Y Fi0;,¢'I€;)log

g'er;

Proof. Consider the sequence El(X,, ;) — El(X,). If this sequence converges, its limit must equal h.
By the above made considerations we get

IEl(Xn+1) - ]El(Xn)

e —ZZu(g)[(l—g(i))logFi(oi,g|£i)+ ST BIX{ = g'Tlog

i€# geT,; g'er”

Fi(oi’gg/|€i)i|
Fi(o;,8'1E:) |

if the sum on the right hand side is finite. We have now established the proposed formula, but it
remains to verify finiteness of the sum above. This follows from the following observations:

Claim A: — 3%, > cr @iti(g)(1— (i) log Fi(o;, g|€;) is finite.
Observe that F;(o0;, gl&;) = w;(g)E&; for g € supp(u;). Thus,

0<— > ui(g)logFi(0;,g1&) < — > () log(pi(8) &) = h;—log&;.

geT, geT;
This proves Claim A.

Claim B: Yie s Yyer, bt (€)1~ £) yeps Gil0r, /1) [log s )
Observe that F;(o;, gg'1&;)/Fi(0;, &'|€;) = Gi(o;, 88'I€;)/ Gi(0;, g'IE;). Obviously,

is finite.

u(g)EN < Gilo;, ¢'IE) < for everyn € Nand g’ €T;.

1
1-¢;
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For g €T set N(g) := {n €Ny { u™(g) > 0}. Then:

0 < > PXY=¢]]logGi(0;,8'IE))]

g'er;
= Z(1—51‘)'Gi(0i,g/|§i)'|108Gi(0i,g/|£i)|
g'er;
= > 0-&) Y, u"(g) & |logGilo;,g'IE)]
g'er’ nen(g’)
< > =) > u(g)- & max{—log(ul(g)Er),—log(1— &)}
g'er? nen(g’)
_1 n
< (-&)- D n&— > uM(g)logu(g") —(1— &) log&; » né&l
nenN(g’) n g'erl; n>1
(%)

—(1-&)log(1—&) > &M

n>1

Recall that h; < ootogether with Kingman’s subadditive ergodic theorem implies existence of a

constant H; > 0 with
. 1
lim —— E u(g)logul™(g) = H,. (5.3)

n—oo
n ger;

Thus, if n € N is large enough, the sum (%) is in the interval (H; — ¢, H; + ¢) for any arbitrarily small
€ > 0. That is, the sum (x) is uniformly bounded for all n € N. From this follows that the rightmost
side of the last inequality chain is finite.

Furthermore, we have for each g € T'; with ,ul(”)(g) > 0:

0 < > PXY =g |logGi(o;, 28’1

g'er;
= > (1-£) G085 |log Gi(o;, 88|
g'er;
= >.a-&) >, u(g") & [logGilo;,g8'IE))]
g'ery neN(g’)
< >a=g)- D) u(g)- & max{—log(p(g)u{"(g) &), —log(1— &)}
g’el"l?( nen(g’)
< —(1-&) > e > (g logu™(g) — (1— &) log&; - (n+ 1) &r

nenN(g’) g'er; n>1
—logu;(g)—log(1—&;).
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If we sum up over all g with u(g) > 0, we get:

> au(1—&) D) &> u(g)logu(g")

ic ¥ ger; neN(g’) g'el;

N
_Z Z a;ui(g)(1—E&;) loggiZ(n+ 1)5:1

ie.# geT; n>1
un
= > a > i(@)logui(g)— > a;log(1—&)).
ies  gerl; =
(€20)) <o

Convergence of (I) follows from (5.3), (II) converges since £; < 1 and (III) is convergent by
assumption h; < oQ This finishes the proof of Claim B, and thus the proof of the theorem. O

Erschler and Kaimanovich [9] asked if drift and entropy of random walks on groups depend contin-
uously on the probability measure, which governs the random walk. Ledrappier [19] proves in his
recent, simultaneous paper that drift and entropy of finite-range random walks on free groups vary
analytically with the probability measure of constant support. By Theorem 5.1, we are even able to
show continuity for free products of finitely generated groups, but restricted to nearest neighbour
random walks with fixed set of generators.

Corollary 5.2. Let T'; be generated as a semigroup by S;. Denote by &, the set of probability measures ;
on S; with u;(x;) > 0 for all x; € S;. Furthermore, we write . := {(ay,...,a,) | a; > 0,2, ,a; =1}
Then the entropy function

h:"dx‘@] x ”'Xg]’_)R:(al)"'yarnu’ly--.uu‘r)Hh(a];""aruu‘lﬁ"'uu’r)
is real-analytic.

Proof. The claim follows directly with the formula given in Theorem 5.1: the involved generating
functions F;(o;, g|z) and G;(o;, 0;|2z) are analytic when varying the probability measure of constant
support, and the values &; can also be rewritten as
' IS;]
&= S xlkn kel Ly O el T [uie )b,
kl""’kr’ll,l’“"lr,ISr\Zl ie# j=1
where S; = {x;1,...,X; s, }. This yields the claim. O

Remarks:

1. Corollary 5.2 holds also for the case of free products of finite graphs, if one varies the transition
probabilities continously under the assumption that the sets {(x;, y;) € V; x V; | p;(x;, y;) > 0}
remain constant: one has to rewrite &; as power series in terms of (finitely many) p;(x;, y;)
and gets analyticity with the formula given in Theorem 3.7.
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2. Analyticity holds also for the drift (w.r.t. the block length and w.r.t. the natural graph metric)
of nearest neighbour random walks due to the formulas given in [11, Section 5 and 7].

3. The formula for entropy and drift given in Mairesse and Mathéus [21] for random walks on
free products of finite groups depends also analytically on the transition probabilities.

6 Entropy Inequalities

In this section we consider the case of free products of finite sets V4,..., V., where V; has |V;| vertices.
We want to establish a connection between asymptotic entropy, rate of escape and the volume
growth rate of the free product V. For n € Ny, let Sy(n) be the set of all words of V of block length
n. The following lemmas give an answer how fast the free product grows.

Lemma 6.1. The sphere growth rate w.r.t. the block length is given by

. log|Sy(n)|
Sp = lim —— =

n— 00 n

log )LO’

where A is the Perron-Frobenius eigenvalue of the r x r-matrix D = (d; ;)1< j<r with d; ;=0 fori=j
and d; ; = |V;| — 1 otherwise.

Proof. Denote by D the r x r-diagonal matrix, which has entries IVil—1,|V5]—1,...,|V.|— 1 on its
diagonal. Let 1 be the (r x 1)-vector with all entries equal to 1. Thus, we can write

ISo(n)| =1"DD" 1.
Let 0 <v; <1 and v, > 1 be eigenvectors of D w.r.t. the Perron-Frobenius eigenvalue A,. Then

1So ()] 1"DD" v = ¢ A
1So(m)| < 1TDD™ vy =Gy AT,

Y

where C;, C, are some constants independent from n. Thus,

log |Sy(n R
M =1log ISO(n)ll/" = log Ay
n

O

Recall from the Perron-Frobenius theorem that A, > Zir:l# j(II‘iI — 1) for each j € .#; in particular,
Ao = 1. We also take a look on the natural graph metric and its growth rate. For this purpose, we
define

S1(n) = {x % |p(”)(o,x) >0,Ym<n:p™(o,x)= O},

that is, the set of all vertices in V which are at distance n to the root o w.r.t. the natural graph metric.

We now construct a new graph, whose adjacency matrix allows us to describe the exponential growth
of §;(n) as n — oq For this purpose, we visualize the sets V1,...,V, as graphs Z1, ..., &, with vertex
sets Vi,..., V. equipped with the following edges: for x, y € V;, there is a directed edge from x to y
if and only if p;(x, y) > 0. Consider now directed spanning trees 7,..., 7, of the graphs &7,..., %,
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such that the graph distances of vertices in Z; to the root o; remain the same as in &;. We now
investigate the free product 7 = 7, *- - - Z,, which is again a tree. We make the crucial observation
that J can be seen as the directed cover of a finite directed graph F, where F is defined in the
following way:

1. The vertex set of F is given by {o} U| J, , V. with root o.

2. The edges of F are given as follows: first, we add all edges inherited from one of the trees
T,-..,T,., where o plays the role of o; for each i € .¢. Secondly, we add for all i € .¢ and
every x € V* an edge from x to each y € ij, j # i, whenever there is an edge from o; to y
in 7.

j

The tree F can be seen as a periodic tree, which is also called a tree with finitely many cone types; for
more details we refer to Lyons [20] and Nagnibeda and Woess [23]. Now we are able to state the
following lemma:

Lemma 6.2. The sphere growth rate w.r.t. the natural graph metric defined by

. log|S;(n)I
sp:= lim ———
n—o00 n
exists. Moreover, we have the equation s; = log A;, where A; is the Perron-Frobenius eigenvalue of the

adjacency matrix of the graph F.

Proof. Since the graph metric remains invariant under the restriction of V to & and since it is
well-known that the growth rate exists for periodic trees (see Lyons [20, Chapter 3.3]), we have
existence of the limit s;. More precisely, |S;(n)|*/" tends to the Perron-Frobenius eigenvalue of the
adjacency matrix of F as n — oQ For sake of completeness, we remark that the root of & plays a
special role (as a cone type) but this does not affect the application of the results about directed
covers to our case. O

For i € {0, 1}, we write B;(n) = UZ:O S;(k). Now we can prove:

Lemma 6.3. The volume growth w.r.t. the block length, w.r.t. the natural graph metric respectively, is
given by
log |By(n log|B;(n

go := lim M =logly, g;:= lim M =logA; respectively.

n—o00 n n—o0 n
Proof. For ease of better readability, we omit the subindex i € {0,1} in the following, since the
proofs for g, and g; are completely analogous. Choose any small € > 0. Then there is some K, such
that for all k > K,

Akeke < |S(k)| < Akeke,

Write C, = Zf;gl |S(i)|. Then for n > K,:

B()IV" = VZHJIS(k)IS“

k=0

L C L 1

k ke — €n € -

Ce + kz: Attt = e Amene + kz: An—k g(n—k)e
=K, =K,

C -
Aef “/ln gng +(n—K,+1) Ly PLy
e

IA
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In the last inequality we used the fact A > 1. Since we can choose ¢ > 0 arbitrarily small, we get
limsup,,_,oo|B(n)[*/" < A. Analogously:

n C n e—kg

ns ko—ke — g n| Z€ 0% et

[B(n)|*'"* > C€+kz:7te fE=A k”+kZ:An*k——_)Ae .
=K, =K,

That is, limn_,oo% log |B(n)| =log A. O
For i € {0,1}, define [; : V — Nj by [y(x) = ||x|| and [;(x) = inf{m € Ny | p™(0,x) > 0}. Then

the limits £; = lim,_,o.[;(X,,)/n exist; see [11, Theorem 3.3, Section 7.II]. Now we can establish a
connection between entropy, rate of escape and volume growth:

Corollary 6.4. h< gy-{oand h< g, -£;.

Proof. Letbei € {0,1} and ¢ > 0. Then there is some N, € N such that for all n > N,

1—e<P({xeV|-logm,(x)=(h—e)n,li(x) < ({; + e)n}) < e~ (h—en. !Bi((ﬁi +¢)n) |

That is, | }
log(1—¢) log|B;((¢; + €)n)
h—e)+ ——=<({; +¢)-
(h—¢) n <(ite) (0; +&)n
If we let n tend to infinity and make ¢ arbitrarily small, we get the claim. O

Finally, we remark that an analogous inequality for random walks on groups was given by
Guivarc’h [13], and more generally for space- and time-homogeneous Markov chains by Kaima-
novich and Woess [ 15, Theorem 5.3].

7 Examples

7.1 Free Product of Finite Graphs

Consider the graphs &, and &, with the transition probabilities sketched in Figure 7.1. We set
a; = ay = 1/2. For the computation of £, we need the following functions:

2 1 21
Fi(g,01l2) = S5 Fy(hy,0002) = 515575,
= — _z/2 - =2
&1(z) = e 1 5 Ei(z) = EE: 1 .
2 2 152 2 2 152

Simple computations with the help of [11, Section 3] and MaTHEMATICA allow us to determine the
rate of escape of the random walk on &7 * &, as £, = 0.41563. For the computation of the entropy,
we need also the following generating functions:

2

z
Ly(0y,hy]2) = 1572

z
Li(01,8112) = ———, L1(01,8512) = s
1(01,8112) 1— 1(01,82[2) 2/2

Z
22/2’ 1—22/2’

22 23/2

Loy(04,h5|2) = 1 Ly(0y,hslz) = 1—23/2°

—23/2’
Thus, we get the asymptotic entropy as h = 0.32005.
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Figure 1: Finite graphs & and &,

7.2 (ZxZ]2)x(Z x Z]2)

Consider the free product I' = 'y % Ty of the infinite groups I'; = Z x (Z/27Z) with a; = 1/2 and
,ui((:l:l,o)) = ,ul-((O,l)) = 1/3 for each i € {1,2}. We set a :=(1,0), b :=(1,1), c :=(0,1) and
A(x,y) :=x for (x,y) €T;. Define

F(alz) = Z]P[Yn=a,Vm<n:)L(Ym)<1|YO=(0,O):|z”,
n>1

F(blz) = Y P[Y,=b,¥m<n:A(Y,)<1|¥=(0,0)]z",
n>1

where (Y,,)nen, is @ random walk on Z x Z/2 governed by u;. The above functions satisfy the
following system of equations:

Falz) = 2(1 + B(bl2) + F(alz)® + ﬁ(b|z)2),

F(blz) = %(F(a|z)+ﬁ(a|z)l3(b|z)+F(b|z)f7(a|z)).

From this system we obtain explicit formulas for F(alz) and F(b|z). We write F (n, jlz) =
Fl((O, 0),(n, j)|2z) for (n,j) € Z x Z/2. To compute the entropy rate we have to solve the following
system of equations:

Flalz) = (1 + F(blz) + F(alz)F(alz) + F(blz)F(blz)),

Z
3
F(blz) = g(F(clz) + F(alz) + F(alz)F(blz) + F(blz)F(aIz)),

Flclz) = %(1 + 2F(b|z)).

Moreover, we need the value &£,(1) = £,(1) = &£. This value can be computed analogously to [11,
Section 6.2], that is, £ has to be computed numerically from the equation

g ;
2-2¢ T s - ek

Solving this equation with MaTHEMATICA yields & = 0.55973. To compute the entropy we have to
evaluate the functions F(g|z) at 2 = &£ for each g € Z x Z,. For even n € N, we have the following
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formulas:

n

F((2n,0)[£) F(bIEY*F(alg) 2 +

)F(b|5)2k+1ﬁ(a|£)“—2’<—11:(c|5),

F((£n,1)[¢)

Il
-
Il
o

=l
~—~ ©
)
=~
=

[t

Jebier eyt

+
( § )F(b|5)2’<F(a|s)"—2’<F(c|5).

Forodd n €N,

(n—1)/2

F((£n,0)[8) (;)ﬁwgfﬁnﬂa“%+

k=0

(n—1)/2 n A A

> (2k+1)F(b|£)2k+1F(a|5)”-2’<-1F(c|5),

k=0
(n—1)/2 n . .
D5 (i )FOIR Ry
k=0
(n=1)/2 n\ . A
D, ( g ) POl el

k=0

F((:I:n, 1)|§)

Moreover, we define F := P[3n € N : A(X,,) = 1]. This probability can be computed by conditioning
on the first step and solving

F=S(1+F+52),
3
that is, F = 0.24291. Observe that we get the following estimations:

Fi(0,gl8) < FMOl forgezx1z,,
Fi(0,gl8) > ﬁ/‘t(g)\—l,min{Fl(ol,alé),Fl(ol,b|£)} fOng(ZXZz)\{(O,O),c}.

These bounds allow us to cap the sum over all g’ € l“l.x in (5.2) and to estimate the tails of these
sums. Thus, we can compute the entropy rate numerically as h = 1.14985.
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ABSTRACT: Suppose we are given finitely generated groups I'y, . .., [, equipped with irreducible
random walks. Thereby we assume that the expansions of the corresponding Green functions at their
radii of convergence contain only logarithmic or algebraic terms as singular terms up to sufficiently
large order (except for some degenerate cases). We consider transient random walks on the free
product I';y * ... I'), and give a complete classification of the possible asymptotic behaviour of the
corresponding n-step return probabilities. They either inherit a law of the form o"n " log" n from
one of the free factors I'; or obey a @™ n~3/2-law, where ¢ < 1 is the corresponding spectral radius
and § is the period of the random walk. In addition, we determine the full range of the asymptotic
behaviour in the case of nearest neighbour random walks on free products of the form Z% x . . . x Z,
Moreover, we characterize the possible phase transitions of the non-exponential types n~% log"’ n in
the case '} % ['. © 2011 Wiley Periodicals, Inc. Random Struct. Alg., 40, 150-181, 2012

Keywords: random walks; free products; return probabilities; asymptotic behaviour, lattices

1. INTRODUCTION

In this article we investigate transient random walks on free products I'y * ... % [",,, where
m>2andI,..., T, are finitely generated groups. These random walks arise from convex
combinations of probability measures on the factors I'j, ..., [',,. Our aim is to compute the
asymptotic behaviour of the n-step return probabilities on the free product. In a general
setting, one has a typical asymptotic behaviour of the form u®™(x) ~ C,0"n", where
1™ (x) is the probability of being at x at time n, o is the spectral radius, § the period of
the random walk, and C, some constant depending on x. If e is the group identity and
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starting point of the random walk, then 1 (e) is called the n-step return probability. Gerl
[8] conjectured that the n-step return probabilities of two symmetric measures on a group
satisfying such a limit law have the same n™*, that is, A is a group invariant. Cartwright [2]
came to the astonishing result that for random walks on Z¢ x Z¢ with d > 5 there are at
least two possible types of asymptotic behaviour, namely n=*?2 and n~%/2. In relation with
his joint work with Chatterji et al. [5] L. Saloff-Coste asked whether the range of different
asymptotic behaviours can still be wider than in the case considered by Cartwright. In
this article we will pick up this question by investigating more general laws of the form
C 0" n™* log" n. In this case, we speak of the factor n=* log" n as the non-exponential type
of the return probabilities.

The starting point for the present investigation was Woess [22, Section 17.B], where the
result of Cartwright [2] is explained that simple random walk on Z¢ x Z¢ for d > 5 satisfies
an~92-law. In this article we will prove the following more general theorem:

Theorem 1.1. Letm € Nwithm > 2 and d,,...,d, € N. For eachi € {1,...,m},
consider on the lattice Z% a probability measure j1; with supp(ii;) = {:i:e;i) |1 <j<dj}
where e;i) is the j-th unit vector in Z%. For any oy, ...,q, > 0 with Z:":l o = 1, let
W= Y i govern a (irreducible) random walk on the free product Z x . .. x Zm
starting at e, where e denotes the identity of the free product.

Then the return probabilities 1®" (e) behave asymptotically either like C - o> - n=%/?
fori € {1,...,m} or like C - 0* - n=* for some constant C = C, depending on w.
Moreover, if all exponents d; are different and min{d,, ...,d,} > 5 then exactly m + 1
different asymptotic behaviours may occur by choosing the random walk adequately.

We will consider more general free products which go beyond free products of lattices.
For this purpose, we will present a new approach in order to be able to deal with irreducible
random walks on any free product of the form I'y % ... I",,. At this point we have to make
the following assumption: if the Green function of the random walk on the free factor I';
is differentiable at its radius of convergence r;, then the Green function is assumed to have
a singular expansion (i.e. in a neighbourhood of r;) containing only singular terms of the
form (r; — z)?log*(r; — z) with ¢ € (1,00) and k € N, up to sufficiently large order. The
latter property is satisfied for several well-known groups as e.g. Z¢ or Z¢ x (Z/nZ) with
d > 5 and n > 2. If, however, the Green function of the random walk on the free factor I';
is not differentiable at r;, we do not need any assumption on the expansions.

If the asymptotic n-step return probabilities of the random walk on I; satisfy a law of
the form r; " n~* log“i n then we will show that only one of the following non-exponential
types may occur for the random walk on the free product: either n=" log"/ n for some
i € {l,...,m}, or n=¥2. That is, we may have up to m + 1 different types of asymptotic
behaviour for (symmetric or non-symmetric) random walks, and Theorem 1.1 shows that
one can have indeed exactly m + 1 different behaviours. Moreover, for the case I'y x ',
equipped with the probability measure © = oy + (I — ;) o, where g and p, are
probability measures on I'; and I'; and «; € (0, 1), we characterize the phase transitions
of the non-exponential types in terms of «;;. We split the (0, 1)-interval, i.e. the interval of
possible values for «;, in up to three distinct subintervals such that, in each of them, we
have exactly one of the non-exponential types n~*! log"! (n), n=*2 log*2 n or n=3/2.

Let us briefly recall some results regarding the asymptotic behaviour of return prob-
abilities. Work in this direction has been done since the 1970’s by Gerl, Sawyer, Woess,
Cartwright, Soardi and Lalley, see e.g. [3,9,12,18,21]. Sawyer [18] applies Fourier analysis
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to isotropic random walks on trees (free groups), which uses in a crucial way methods from
complex analysis. For finite range random walks on free groups, it is known from [9] and
[12] that the n-step return probabilities behave asymptotically like Co"n~%/2, where ¢ < 1.
In [8,20,21] free products of finite groups are considered, which have a very tree-like struc-
ture and where random walks obey a n=/?-law. In the more general case of free products of
arbitrary groups the interior structure of each free factor is more complicated. Woess [21],
Cartwright and Soardi [3], Voiculescu [19] and McLaughlin [16] found independently a
method to determine the Green function of a free product in terms of functional equations
of the Green functions defined on the free factors. We will study these equations carefully,
in order to obtain — with the help of the well-known method of Darboux — the asymptotic
behaviour of the power series’ coefficients, which are the sought return probabilities. We
refer also to the survey of Woess [23], which outlines the use of generating functions. More
recently, random walks on free products have also been studied by Mairesse and Mathéus
[15] and Gilch [10, 11], regarding boundary theory, entropy and rate of escape. For more
details and references we refer to Woess [22], which serves also as reference text for our
work.

The structure of this paper is as follows: in Section 2 we introduce some basic facts and
notations. In Section 3 we prove our main result for the case I'y * I',, while in Sections 4
and 5 we are completing the list of degenerate cases, which, in particular, may occur if the
Green functions of the random walks on the single factors are non-differentiable at their
radii of convergence. In Section 5.3 we are proving inductively the proposed asymptotic
behaviour for multi-factor free products of the form I'y * ... x [, with m > 3. Section 6
discusses some examples. This includes the case of free products of the form Z% . . . % Z%m,
where we give a full classification of the asymptotic behaviour of the return probabilities,
which proves Theorem 1.1. For I'; * I',, we give in Section 7 a full characterization of the
possible phase transition behaviour of the non-exponential types of the return probabilities
in terms of the weight o, of the probability measure given on I';. Finally, Section § gives
some concluding remarks about higher asymptotic order terms.

2. RANDOM WALKS ON FREE PRODUCTS

Let m € N with m > 2. Suppose we are given finitely generated groups I'y,..., I, and
we denote by e; the identity of I';. We consider the free product T :==T"y % ... x I',,, which
consists of all finite words of the form

X1X2 . Xy, 2.1)

where xi,...,x, € U:":1 I'; \ {e;} and two consecutive letters are not from the same free
factor I';. In the case I'; = I'; we may think that the elements of I'; and I'; have different
colours to distinguish their origin. Observe that each factor I'; can be naturally embedded
into I', and therefore e; € I'; can be identified with the empty word e € T". The free productis
a group with e as identity: the product of two elements is given by concatenation followed
by iterated contractions and cancellations of redundant terms in the middle, in order to
obtain the requested form (2.1). For example, if a,b € I'; \ {e;} and ¢ € ', \ {e,}, such that
c? # e, then (aca™")(aca) = ac’a. For further details about free products see e.g. Lyndon
and Schupp [14].

We recall and introduce some notation: for any functionf : D € C — C with f(z9) =0
forzp € D,0 < g € R and k € Ny, we use the notation f(z) = 0((z9 — z)? logk(zo —2)),
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f@ = Oz — 2)"log"(zo — 2)) or f(z) = O((zo — 2)?log' (29 — 2)), if for z — z
the function f(z) divided by (zo — z)?log"(zy — z) tends to zero, has a non-zero finite
limit or is bounded nearby z, (that is, the quotient has a finite limes superior) respectively.
Furthermore, we write (zo — 2)7 log" (z0 — z) < (20 — 2)® log"(zy — z) if and only if
(20 — 2) 10g" (20 — 2) = O((z0 — ) 10g"! (z9 — 2)). The value z, will be obvious from the

context.
Suppose we are given probability measures u; on I'; with (supp(u;)) = I'; for each
i € {l,...,m}. These measures u; govern random walks on I';, that is, the single step

transition probabilities are given by p; (x;, y;) = i (x; ! y;) for all x;,y; € T';. (Let us remark
that, in the case of I'; = Z% with d; € N, we speak of a nearest neighbour random walk
if supp(u;) = {£e; | 1 < j < d;}, where ¢; is the j-th unit vector in Z%.) We lift now
W; to a probability measure fi; on I' by defining [;(x) := p;(x) if x € T';; otherwise we
set f1;(x) := 0. Let oy,...,, > Osuch that ) "' «; = 1. Consider now the probability
measure i := y , o;fi; on the free product I', which arises as a convex combination of
the fi;’s. Then the single step transition probabilities on T' given by p(x,y) := u(x~'y) for
x,y € I' define a random walk on I', which is an irreducible Markov chain. We denote
by MY’), oo, 1 and u™ the n-fold convolution power of iy, ..., u, and u, that is, the
distribution after n steps with start at the identity. For z € C, the associated Green functions

of the random walks on I'; and I" are given by

Gi(a) =) " (e and G@) =) u"(e)z"

n=0 n=0

The corresponding radii of convergence are denoted by r; and r respectively, which are
singularities according to Pringsheim’s Theorem. Note thatr > 1, since I" is non-amenable
unless I' = (Z/2Z)x(Z/27Z) (see e.g. [22, Theorem 10.10, Corollary 12.5]; in the latter case
the random walk on I is recurrent). In the following we assume that G;(z) is exactly d;-times
differentiable at z = r;, where d; € Nj. At this point we make the basic assumption that —
whenever G;(r;) < oo — the expansions of the Green functions G;(z) in a neighbourhood
of z = r; have the form

d;
Gi) =Y gl'mi—"+ Y g, —2)log(ri—2) + O((r; — %), (22)
k=0 (q.)eT;

where 7; is a finite subset of {(q,k) € R x Ny | d; < g < d; + 2}. In other words,
the expansions contain only logarithmic and algebraic terms as singular terms up to order
(r; — 2)%*2. As we will see, higher order terms are not necessary for the computation of
the non-exponential type of the n-step return probabilities of the random walk on I". In the
following we want to motivate this assumption on G;(z). This property for the expansion is
satisfied in several well-known cases: for example, the Green functions of nearest neighbour
random walks on lattices Z¢ have such an expansion; see Proposition 6.1. With some effort,
such an expansion can be deduced for Z¢ x (Z/nZ) via the same methods used for Z¢. In
particular, we will prove our main result by induction on the number m of free factors of
I': we will see that the assumptions stated in (2.2) are stable under free products (except
for some degenerate cases), that is, G(z) has again a similar expansion if G'(r) < oo holds.
If the Green function G;(z) has the form (2.2) then the well-known method of Darboux
yields that the n-step return probabilities of the random walk on I'; (governed by ;) behave
asymptotically like the coefficients of the Taylor expansion of the leading singular term in
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(2.2) in a neighbourhood of 0. Assume that S;(z) := (r; — 2)% logk" (r; — z) is the smallest
(or leading) singular term in (2.2) w.r.t. <, thatis, g > ¢q; or (¢ = ¢; ANk < k;) for all
(g, k) € T\ {(g:, k;)}; then the coefficients of its expansion in a neighbourhood of 0 behave
asymptotically like the n-step return probabilities on I'; (the proof of this fact is completely
analogous to the one of Theorem 3.1). More precisely, they behave like C ir[_"‘si n~* log“i(n),
where §; := gcd{n e N | uﬁ") (e;) > 0} is the period of the random walk on I'; and

ki, if g; ¢ N,

Aii=¢q;i+ 1land k; := {k,-—l if g; € N:

(2.3)
see e.g. Flajolet and Sedgewick [7, Chapter V1.2] for the asymptotic behaviour of the
coefficients in the expansion of (r; —z)% log" (r; — z) in a neighbourhood of 0. Analogously,
§ = gcd{n € N | u™(e) > 0} = ged{sy,...,8,) is the period of the random walk on
I'. Note that the method of Darboux needs some differentiability assumptions at z = r;;
therefore, we need the expansions of G;(z) up to terms of order (r; —z)%*2. For more details
about Darboux’s method we refer to the comments in the proof of Theorem 3.1. We remark
that another — modern — tool to handle singular expansions as in (2.2) is Singularity Analysis,
which was developed by Flajolet and Odlyzko [6]. However, in our context it turns out that
the verification of the specific requirements of singularity analysis is quite cumbersome as
one can also see in Lalley [13]. Let us also point out that, in the case G;(r;) = oo, we do
not need any assumptions on the singularity type at z = r;.

In the following we look at free products of the form I'; % I', different from
(Z/27) x (Z]27) (itis well-known that random walks — in our context—on (Z/27Z)x(Z /27Z)
obey a n='/2-law). Free products with more than two factors are discussed in Section 5.3.
We introduce the following first visit generating functions for z € C, i € {1,2} and all
$; € supp(i;), s € supp(p) = supp(u1) U supp(uz):

Fi(si|z) := ZP[xp =e,Vm <n: XD #£ ¢ | Xy = 5] 2",

n>0

F(s|z) := ZJP’[X,, =e,Vm<n:X, #el|Xy=s]7",

n>0

where (X\),.en, is a random walk on I'; governed by w;. By conditioning on the number of
visits of e; the functions F;(s;|z) are directly linked with G;(z) via

1
- Zs,-esupp(ui) /L,'(S,') < Fi (Si|Z) .

Gi@) = 5 2.4

In the following we will summarize some further important basic facts, where we will refer
to Woess [22] for further details. Define

6@ = = and
BT — g D sy esuppiuy) H2(82)F (82]2) 55
2.5)
622 = =

1= 1232 coupptuy K1IGDF (5112)

Note that ¢;(1) is the probability of starting at e and making a step from e w.r.t. u; after finite
time. Observe that F (s;|z) = F;(s;|¢;(2)) for s; € supp(u;); see [22, Proposition 9.18c)]. By
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[22, Equation (9.20)] and (2.4), the functions F;(s;|¢;(z)), Gi(z) and G(z) can be linked as
follows:
6@ = 226, = o) :
@z a;z (1 = D esuppiup) Hi(51) 8i(2) Fi(Si|§i(Z)))

2.6)

Hence, our aim will be to determine an expansion of ¢;(z) in a neighbourhood of z = r, in
order to get a singular expansion for G(z) in a neighbourhood of z = r. By [22, Proposition
9.10], there are functions ®;, i € {1,2}, and ® such that

Gi(2) = ®i(zGi(z)) and G(z) = P(2G(2)) 2.7

for all z € C in an open neighbourhood of the intervals [0, r;) and [0, r) respectively. In
particular, the functions ®; and & are analytic in an open neighbourhood of the intervals
[0,6;) and [0, 6) respectively, where 6; := r;G;(r;) and 6 := rG(r). ®; and ® are also strictly
increasing and strictly convex in [0, 6;) and [0, 6) respectively. Furthermore, we define

U(t) := @;(t) —t®;(r) and W) := @) —tD'(1). 2.8)
By [22, Theorem 9.19],
D) = Dy (of) + Pa(aat) — 1 and V(1) = Wy (o) + Wa(aat) — 1. (2.9)

We write W;(0;) := lim,_.q,_ W;(r). Define

_ 6, 6
9::min{—1,—2}.

)

We will make a case distinction accordir_lg to finiteness of G;(r;) and Gi(r;) and also to
the sign of W(0) := lim,_,5_ W(¢). If ¥(0) < O then the n-step return probabilities of the
random walk on I" behave asymptotically like

M(nr?)(e) ~ C . rfné . n73/2
and the Green function of the random walk on I" has the form

G(2) =A(2) + vr —zB(2), (2.10)

where A(z), B(z) are analytic functions in a neighbourhood of z = r with B(r) # 0; see
[22, Theorem 17.3] or [7, Section VI.7.]. Moreover, if one fixes any finite, symmetric sets
S; of generators of I'; for i € {1,2}, where each S; contains at least one element of order
bigger than 2, then 1, i, and &) can always be chosen in a suitable way in order to obtain
W(6) < 0 with supp(u;) = S;; see [22, Corollary 17.10]. In particular, the same asymptotic
behaviour (including an expansion of the Green function of the form (2.10)) holds if I'; and
', are finite, see [21]. Therefore, we assume from now on that at least one out of I'; and I',
is infinite, and we may restrict our investigation to the cases W (@) > 0and W(9) = 0.

We remark some important facts for the case \IJ(H_) > (). If the latter holds, we have
6 = 6 and G(r) < 00, see [22, Theorem 9.22]. By [22, Lemma 17.1.a)], we have ¢;(r) <r;
for i € {1,2} with equality if and only if 6 = 6;/«;.

The proof for the asymptotic behaviours of the return probabilities is split up over the
following sections. In Section 3 we calculate the asymptotics in the case when W (6) > 0,
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G/ (r)) < oo and G)(r;) < oo hold; see Theorem 3.1. In Section 4 we investigate the case
when ¥(6) = 0, G/ (r)) < oo and G)(r;) < oo hold; see Theorem 4.1. From the proof of
this theorem we will see that even the case ¥ (8) = 0, G (& (1)) < ooand G5 (4, (ry)) < 00
is covered. In Section 5 we treat the remaining cases: Theorem 5.1 covers the case when
G (r)) < 00, G)(r;) = oo and G,(r,) < oo hold, while Corollary 5.2 answers the question
for the asymptotic behaviour when G| (r;) = oo and G,(r,) = oo. Finally, Theorem 5.3
covers the remaining case when G, (r;) = 00 or G,(r,) = 00.

3. THE ASYMPTOTIC BEHAVIOUR IN THE CASE ¥(6) > 0

Throughout this section we investigate the case m = 2 and assume that W(9) > 0 and
G1(2) and G, (z) are differentiable at their radii of convergence. That is, the Green functions
have an expansion as assumed in (2.2). Recall that the smallest singular term w.r.t. < in the
expansion of G;(z), is denoted by S;(z) = (r; — 2)% logk" (r;—z)withd; < g; <d; + 1. Let
us remark that Darboux’s method yields that the n-step return probabilities of the random
walk on I'; governed by u; behave asymptotically like C ,»ri_"a"n‘*i log"“ n, where A; and «;
are given by (2.3). The aim of this section is to prove the following:

Theorem 3.1.  Assume that G(z) and G,(z) are differentiable at z = 1|, z = 1,
respectively, and have an expansion as in (2.2). If S1(z) < S»(2) and V(0) > O then:

Cnf . 0
Ci-r™.p™ . log"t(n), if @) > —1-,
w" (e) ~ T P i “7%  for some constants Cy,C, > 0.
CQ'I' n 2-log2(n), 1f0{| < m,

In the following we may assume w.l.o.g. that & = 6 = 6, /«,. Recall that F(s;|z) =
Fi(s;¢i(z)) for all s; € supp(u;). Then we rewrite (2.5) as follows:

wmz=0@) [1—mz Y m)F(lne) |, 3.1

spEsupp(ug)

wi=5@ [1-—az Y wEFGnE)]. (3.2)
sp€supp(pey)
Recall that ¢;(r) = r and £ (r) < r, with equality if and (_)nly if 0 = 9_1 /oy = 0,/a,. We
remark also that W () > 0 implies G'(r) < oo: since ®'(9) < ®(#)/0 = 1/r we get by
differentiating (2.7)

, . D' (zG(2) G PO)G(r)
G'(r) = lim = — < 00
=r 1l —z®(zG(2)) 1 —rd'(0)

Furthermore, we define

o dl, 1f9: < 92/0{2,
o min{dl,dz}, if 0 = 61/0[1 = 92/0{2.

We denote by S(z) the main leading singular term, which is given by

S1(2), if 6 < 6,/a,

S(z) = {min{Sl(Z),Sz(Z)}’ if 0 = 6,/c.

Random Structures and Algorithms DOI 10.1002/rsa

62



PUBLICATION B. PHASE TRANSITIONS FOR RANDOM WALK ASYMPTOTICS

PHASE TRANSITIONS FOR RANDOM WALK ASYMPTOTICS ON FREE PRODUCTS 157
Lemma 3.2. 0 < {{(r) <ooand0 < ,(r) < oo.
Proof.  We prove the lemma only for ¢/(r). We write

Hy(2) := oz Z H2(52)F2(52182(2))-

spEsupp(ug)

Since ¢;(r) = r;, we have H,(r) < 1; compare with the definition of ¢;(z). Furthermore,
the coefficient of z" in H,(z) is just the probability for the random walk on I' of starting
at e, making the first step w.r.t. i, and returning for the first time to e at time n. Thus,
this probability is bounded from above by 1™ (e), and consequently H;(r) < G'(r) < oo.
Computing the derivative of ¢;(z) in a neighbourhood of z = r gives

ai (1 — Hy(2)) + a1zH)(2)
(1 — Hy(2))?

Finiteness of ¢|(r) follows now directly from the remarks above. .

0(2) = > 0.

The functions F;(s;|z), where i € {1,2} and s; € supp(u;), are at least d;-times differen-
tiable at z = r;, since the same holds for G;(z) and we can compare the coefficients of z" in
the definitions of F;(s;|z) and G;(z) as follows:

w”(e) = wils;) - P[XY = e, Vm < n: X" # e |X(’) =si].
Thus, we can rewrite these functions in the form

dj
Fi(silz) = an(si)(ri —2)" + EVsil2) (3.3)

n=0

with coefficients f,(s;) € R and E¥(s;]z) = o((r; — 2)%). If £,(r) < r, then F,(s,|z) is
analytic at z = &, (r) for all s, € supp(u,) and we can even write

Fx(5212) = ) fi(s2)(@a(r) — 2)".

n>0

Now we can prove:
Lemma 3.3. For z € C in a neighbourhood of r;,

Y wils) 2EV(silz)

s;€supp(i;)

= el (=2 logi(—2) + Y el (r; — 2)7log! (r; — 2) + O((x; — 2)%*?),
(@h)eT;

wi}ieree&’ki) #0andT, € {(¢.k) e RxNy | d; < g <di+2,9 > g or (¢ = q; = k < k))}
is finite.

Proof. Define

U@ = Y, s zFilsil).

s;€supp(i;)
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Observe that the expansions of U;(z) and G;(z) have the same leading singular term: indeed,
both functions are d;-times differentiable in a neighbourhood of 7 = r; due to the well-known
equation G;(z) = 1/(1 — U;(z)). Therefore, we have expansions
d; dj
Gi) =) & (0 =" +Rg,() and Uix) =Y u(r; — )" + Ry, (2).

k=0 k=0
where Rg, (z2) = O.(Si(2)) and Ry, (z) = o((r; — 7)%). Substituting these expansions into
Gi(z2)(1 — Ui(2)) = 1, and taking all polynomial terms to one side, we get
(1 = Ui(r) Rg,(2) — Gi(r)) Ry,y = p(2) + o((r; — 2)“*),

where p(z) is some polynomial. This equation implies that the right hand side is of order
O((r; — 2)%*"), that is, Ry,) = O.(Si(z)) and we can write

dj

Ui@) = ) w6 = 9" + g 1, Si(2) + Ry, () with Ry, (2) = 0(Si(2).
k=0

Plugging this expansion once again into G;(z)(1 — U;(z)) = 1, comparing error terms and
iterating the last steps, together with substituting (3.3) in the definition of U;(z), yields the
claim. .

The next goal is to show that ¢;(z) and ¢, (z) are D-times differentiable at z = r.

Proposition 3.4.  There are real numbers xy, x1, . . .,xp and Yo, Vi, . . ., yp such that
D D
0@ =Y xc-2"+X)k) ad @)=Y yuE-"+X, ),
k=0 k=0

where X\’ (z) = o((r — 2)?) and X3 (z) = o((r — 2)°).

Proof. 'We prove the proposition by determining xo, xi, . ..,xp and yg, yi,...,yp induc-
tively. By Lemma 3.2 and a well-known characterization of differentiability, we can rewrite
£1(z) and &, (z) in the following way:

0@ = 1 =@ -2 +X" ), where X|"(2) = o(r - 2),

6@ = 6@ —gE F—2+X0@), where XP@) =or —2). Y

Thus, we have determined xy, x; and yy, y;. Assume now that we can write for some t < D
t t
0@ =Y xr-2"+X"@and @) =) nr-"+Xx2@, (3.5
k=0 k=0

where X" (z) = o((r — 2)") and X?(z) = o((r — 2)"). Recall from (3.3) that we have
expansions of F;(s|z) and F,(s|z) of the form

D
Fi(sil2) =) ay(s)(r — 2)" + EV(s]2) and
n=0

b 3.6)
Fy(s2]2) = ) bu(52)(82(r) — 2)" + E? (522,

n=0
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where E?(s;|z) = o((¢;(r) — 2)”). In particular, if 6 < 6,/a, then & (r) < r, and con-
sequently we can even write F>(s2(2) = Y, . ba(52)(52(r) — 2)". Recall that the case
D = d, > d, implies 0 < 6, /. We now substitute the expansions (3.5) and (3.6) in
Equations (3.1) and (3.2), yielding the following system:

a1z=<2xk(r—z>k+X,“><z)> l—ar—@—2) Y  palsn):

k=0 spesupp(un)

D t n
: [Z bu(s2) (— D - —x® (z)) +ED (5,16 (z))} :

n=0 k=1

3.7
azzz(Zyk<r—z)k+X,@<z>> l—ar—(=2) Y i)

k=0 spesupp(uy)

D t n
: [Z a,(51) <— > nr - - X;”(z)) +EV (518 (z))}

n=0 k=1

Observe that 3° oo, 1(s)ZE? (5,1¢:(2)) = o((5i(r) — &(2)P) = o((r — 2)"). We now
bring all polynomial and higher order terms to the left hand side and get:

PP@+o((r—2)"") = | I —aur Z 12(s2)bo(s2) | X\V(2)

spesupp(u2)

+lanr Y )b | XP6),
spesupp(ug) i (3.8)

Pt(Z)(Z)'FO((r_Z)IH): o1 & (0)r Z wi(sp)ai(s) X,(I)(Z)

spEsupp(p)

+ll—ar Y mlsnas) [ X2 (),

spEsupp(i)

where P” (z) and P (z) are polynomials in the variable z. By assumption on X" (z) and
X?(z), the right hand sides of (3.8) are of order o((r—z)"). Therefore, the left hand sides have
to be of order O((r — z)'*!), and consequently the right hand sides have to be also of order
O((r — 2)"™"). It remains to show that X" (z) = O((r —2)"*") and X (z) = O((r —2)"*").
For this purpose, define the matrix M = (m;;)<;j<2 by

my = 1—oapr Z w2(52)bo(s2),

spEsupp(uz)

My := ool r Z 2(82)bi(s2),

spesupp(u2)
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my; = o 5 (r)r Z mi(spai(sy),

spesupp(py)

my :=1—ar Z mi(s)ao(s).

spEsupp(iy)

Then the system (3.8) is equivalent to

X(l)(Z) (1)(Z)
M . t — t ,
(Xf” (z)) ( 2 <z))
where 0!"(z) = O((r — 2)"*") and 0 (z) = O((r — 2)"*"). If the matrix M is invertible,

then obviously XP(z) = O((r — 2)""") and X,(z) (2) = O((r — 2)'*"). To this end, we now
prove invertibility of M:

Lemma 3.5. det(M) # 0.

Proof. 'We start with differentiating equations (3.1) and (3.2):

spEsupp(u2) spEsupp(u2)

alz(—az Y mE)Fnl0@) —wz Y m(sz)F;(szmz(z))g(z)) 6@

+¢1) (l—azZ > Mz(Sz)Fz(S2|§2(Z))),

spEsupp(p2)

spesupp(py) spesupp(uy)

azz(—al Y mGDFis0@) —amz Y m(sl)F;(sm:l(z));{(z)) ()

+o@ |-z Y me)Fi110©)

spesupp(uy)

Observe that we have ao(Sl) =F (Sl |I'1), Lll(Sl) = —Fi (S] |I'1), bO(Sz) = F2(52|§2(I')) and
b, (s;) = —F}(s2]¢2(r)). Substituting these values in the above system and letting z — r
yields

s2€supp(u2) sp€supp(ir)

o = (—Olz Z w2(52)bo(s2) + arr Z Mz(Sz)bl(Sz)le(r)) ri + ¢ (X)myy,

0l2=(—011 Z mi(spag(sy) +oyr Z Ml(Sl)dl(Sl)Cf(l'))Cz(l')+C2’(l')m22~

sq€supp(i1) spEsupp(y)

Since ¢(r), & (r) > 0 and a(sy), bi(s2) < O the last equations imply my,my > 0. We
proceed with rewriting the last system:

oI r Z W2(52)b1 (82)8,(r) = A — ¢ (X)myy,
spEsupp(u2)

ao@r Y usDa(s)E ) = B — g (t)my,

spesupp(iy)

(3.9)
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where
A= + ar Z M2(s2)bo(s2) and B := oy + a1 5> (r) Z mi(s)ap(sy).
spEsupp(12) spesupp(ey)

Multiplying both equations in (3.9) yields the equation
LX) (X)ympmy; = AB — £ (r)m B — &, (r)mapA + £(r) ¢, (r)mymy,.
Assume now that det(M) = 0. Then we would get
¢/ (®)my B + &, (r)mypA = AB,
or equivalently,

AB — {{(r)muB

m22A

4,(r) = (3.10)

Furthermore, (3.9) implies
() = (A = Cgy(r)) /myy,

where C := o,rr szesuppmz) Ua(s2)b1(s2) < 0. Substituting the last equation in (3.10)
would lead to

’ _ BC /
&) = A &, ().

Observe now that A, B, my, > 0 and C < 0. This yields a contradiction in the last equation,

since ¢,(r) > 0. Thus, det(M) # 0. .
The last lemma finishes the proof of Proposition 3.4. .
Recall the definition of the main leading singular term S(z) = Si(z) = (r; — )9

logk" (r; — z). The next aim is to show that at least one of the functions XI()1 )(z) and X},z) ()
has order O.((r — z)% log (r — z)). To this end, we look at the final step of the induction
in the proof of Proposition 3.4. For t = D, the system (3.7) becomes

1 —a,r Z U2 (2)bo(s2) | - X3 (2) + | aoryr Z 12(s)bi () | - X2 (@)

sy esupp(iey) sy esupp(ity)
2 1 D+1
—ar Y ) 2E?(9]0(2) = PR (2) + o((r — )P,
spEsupp(ieg)

awomr Y ulDa) [ X @+ | T—ar > mis)ao(sy) | X5 ()

spEsupp(py) s Esupp(ey)
—aio(®) Y i) 2EV(s1161(2) = Py (2) + o((r — )P,
spE€supp(u)

where Pg) (z) and Pg) (z) are polynomials in the variable z. By (3.4), we may conclude that
(&i(r) — §i(2)) = O (r — 2). Since ¢/ (r;) < oo by Lemma 3.2, we have for 1 <p € R

(G0 — L) = ({ @) =) +o(r —2)) = /@) (=2 (1+0(1)) = O(r —2)")
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and

10g(£i(r) — ¢i(2)) = log (¢/ (r)(r — 2) + o(r — 2))
= log (¢/(r))) + log(r — z) + log(1 + o(1))
= log (¢/(r)) + log(r — 2) + o(1).

We remark that (1 4 z)” and log(1 + z) are analytic in a neighbourhood of z = 0. In the
following we denote by i € {1, 2} the index such that S(z) = S;(z). Then, the computations
above imply with Lemma 3.3 that

3 ws) 2E(si16(2) = O.((x — % logh (r — 2)).

siesupp(i;)

Since the matrix M from the proof of Proposition 3.4 is invertible, we can conclude
analogously that we must have

X3 (2) = O.((r — 2)% loghi (r — 2)) and X3} (2) = O.((r — 2)% log (r — 2)).

Thus, the leading singular term of ¢;(z) has the same order as the leading singular term in
the expansion of G;(z) if S(z) = S;(z). By (2.6), we can conclude that the leading singular
term in the expansion of G(z) at z = r has the same form as the leading singular term in
the expansion of G;(z) at z = r;, namely (r — z)% log" (r — z).

Recall that we assumed throughout this section that G;(z) is exactly d;-times differentiable
at z = r;. For an application of Darboux’s method we need in a first step the expansion
of G(z) in a neighbourhood of z = r up to terms of order (r — z)?*?, where D = d,, if
0 < 6,/a, and D = min{d,,d,}, if & = 6,/a; = 6,/a,. Thus, by (2.6), we have to extend
the expansions of ¢;(z) and &(z) up to terms of order (r — z)P*2. The next lemma ensures
that there are only finitely many terms up to order (r — z)”*2 in these expansions.

Lemma 3.6. Fori € {1,2}, ¢;(z) has an expansion of the form
D
D=2+ Y xeu @ —2)7logh(r — 2) + o((r — 2)”),
k=0 (g.k)eT

where X, X4 € R, T is a finite subset of’? ={(q,k) e RxNy|D<qg<D+2}1In
particular, (q;, k;) € T with x, 1) 7 0, and (g, k) € T implies (g;,k;) < (g, k).

Proof. Recall the expansion of Zsl,esupp( oy Hi(s) ZE @ (s;]z) from Lemma 3.3. Assume that
¢;(2) has already an expansion of the form

D
D=2+ Y X —2)7log"(r — 2) + o(max T), (3.11)
k=0 (g.k)eT’

where 77 is a finite subset of 7 and max 7" := max_{(r —z)?log"(r —2) | (¢.k) € T'}.In
particular, X, ) € T’ with x(, s, # 0. We proceed with expanding the next terms of ¢;(2)
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analogously to the proof of Proposition 3.4. For this purpose, observe that for p > 1 we can
rewrite (£;(r) — &i(2))” as

(=x)P (r —2)f

P
D 7
X . Xk s max 7T
1+Y - & T -
x +le(r 27+ Z . (r—2)7 log'(r Z)+0<r—z)
k=2 (g:0eT’
(3.12)
and log(¢;(r) — ¢;(2)) as
C +log(r — z)
DL N max 7’
+ log l-i-X:—k(l'—z)k_1 + Z <2 (r =)' log"(r —2) +0< )
X X r—=z
k=2 (q-k)eT’
(3.13)

Note that (1 + z)” with p > 1 and log(1 + z) are analytic in a neighbourhood of z = 0.
We substitute (3.11), (3.12) and (3.13) in Equations (3.1) and (3.2) and compare again the
error terms (we will repeat this procedure in each of the following steps). Therefore, if
max7’ = (r — )¢ logk(r — 7) then the next possible terms up to order (r — 7)? in the
expansion may only be

(r —2)7 log’}_l(r —2),(r—2)7 logi_z(r —2),...,(r=2)7"%

Analogously to the proof of Proposition 3.4 we determine step by step the corresponding
coefficients of these terms. The next term in the expansion of ¢;(z) has now the form

(r—2z) log’z (r — z), where ¢ > ¢ is a sum of elements from the finite set

with 7; given as in (2.2). The value of ¢ is minimal such that § > g. Due to (3.12) and (3.13)
there is obviously a maximal ke No such that (r — z)? logk (r — z) may be a non-vanishing
next term in the expansion of ¢;(z). Thus, we may iterate the last few steps again. Since there
are only finitely many possible values for ¢ such that a term of the form (r — z)? log* (r — z)
may appear in the expansion up to order (r — z)”*2, we have shown that there are only
finitely many terms up to order (r — z)°*? in the expansion of Z;(z). .

With the last lemma we are now able to prove Theorem 3.1:

Proof of Theorem 3.1. 'We start by expanding ¢;(z) and &(z) as in Proposition 3.4. If
o > 6,/(0) + 6>) then 0 =6, /) < 6y/an and ¢ (r) = ry, §(r) < 1, and consequently
the leading singular term in the expansion of ¢;(z) (and ¢»(z)) is then given by the term
Si(z) = (r—20 log"‘ (r — z). Analogously, if we have 0= 0/ < 6y /ay, then &H(r) =1,
and ¢;(r) < ry, and the leading singular term is then S,(z) = (r — 2)%2 logk2 r—2.1If
o = 6,/(0; +6,) then 0= 01/a1 = 6/, §1(x) = 1y, {(r) = 1y, and the leading singular
term in the expansions of ¢;(z) and &,(z) is Sj(z) = (r — 2)¥ logh (r — z), where j = 1, if
S1(z) X 8(z),andj = 2,if S»(z) < S1(2). For the rest of the proof, we denote by i € {1, 2}
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the index such that S(z) = S;(z). Therefore, the expansion of the common leading singular
term of ¢, (z) and ¢»(z), namely S;(z), in a neighbourhood of 0 has coefficients of asymptotic
order proportional to r~"n~* log" n.

We will use the technique which is called Darboux’s method: recall that the Riemann-
Lebesgue-Lemma states that if a function H(z) = )., h,z" has radius of convergence ry
and if H is k-times continuously differentiable on its circle of convergence, then h,r’,n* — 0
as n — oo. Thus, one identifies all singularities on the circle of convergence and subtracts
parts of the expansion near them such that the remaining part is sufficiently often differen-
tiable on the circle. The asymptotics of the coefficients arise then from the main leading
singular terms. We refer to Olver [17, Chap. 8, §9.2] for more details.

Lemma 3.6 assures that we have a singular expansion of ¢;(z) up to terms of order
A1 = [gi1 + 1 = D + 2, which allows us to apply Darboux’s method: we get the
asymptotic behaviour of 1 (e) by plugging ¢, (z) into Equation (2.6). Thus, the leading
singular term in the expansion of G(z) in a neighbourhood of z = r is the same as the one
of ¢,(z), namely (r — z)% log"i (r — z). We have to show that the expansion of G(z) at every
singular point on the disc of convergence has the same form. The singularities are exactly
the points rexp(i2mj/8) with 0 <j < 6 — 1; see e.g. [22, Theorem 9.4]. Writing z = Arw;,
where w; = exp(i27j/68) and A € C with [A] < 1,

G(2) = Glrw) = Y n"™ (@ (re)™ =Y " n" (e)(ar)” = G(ur) = G(z/w).

n>0 n>0

Thus, for every j € {0,1,...,8 — 1}, we have expansions of G(z) in a neighbourhood of
Z = rwj given by

D
Gz) = ng(r —z/o)* + Z S (r — /@) log" (r — z/w) + O ((ra)j - Z)Dﬁ) ,

k=0 (q,k)e?A}

where figaﬁnite subsetof {(¢,k) e RXN |D < q <D+2,q > qiV(g=q = k <k)},
8ikp € Tiwith g ) # 0and (g, k) € T;implies (¢;, k;) < (g, k). Therefore, the difference

s—1
G(z) — Z Z 8ab (T — z/w)?log (r — z/w))

J=0 (q0)eT;

is (D + 2)-times differentiable on the circle of convergence. Observe now that the coeffi-
cients of the expansion of (r — z/w;)% logk" (r — z/w;) in a neighbourhood of 0 behave
asymptotically like C (rw;) ™ n=* log“/(n). We can drop higher order terms in the above
difference because the corresponding coefficients have higher asymptotic order. Since
G() =Y,., n™"z", we can conclude that

-1
w®(e) ~ Z Cn™" logi(m) r™" w; ™",
=0

Observe that Z]‘S;& w;" = §if § divides n, and this sum is zero otherwise.

We note once again that the asymptotic behaviour of the coefficients in the expansion of
the function (r — z)% log" (r — z) near 0 are well-known; see e.g. Flajolet and Sedgewick
[7]. .

Random Structures and Algorithms DOI 10.1002/rsa

70



PUBLICATION B. PHASE TRANSITIONS FOR RANDOM WALK ASYMPTOTICS

PHASE TRANSITIONS FOR RANDOM WALK ASYMPTOTICS ON FREE PRODUCTS 165

Let us remark that the reasoning in the above proof shows analogously the asymp-
totic behaviour uf") (e)) ~ C;r;"n~* log"i n. That is, in the presented case of W(0) > 0,
G/ (r)) < oo and G,(r;) < oo the asymptotics are directly inherited from the asymptotics

of the random walk on I'; governed by ;.

4. THE CASE W () = 0

We now consider the case I' = I'y * I'; and assume that () =0, G| (r;) < oo and
G, (£ (r)) < oo hold. W.Lo.g. we may also assume 6§ = 6 = 6, /«t;. The aim of this section
is to prove the following:

Theorem 4.1.  Assume that G, (r)) < 0o and G,({(r2)) < oo. IfW(0) = 0 then
M(né)(e) ~ C . rfné ) n73/2.

In the following we will derive expansions of ¢;(z) and G(z) in a neighbourhood of z = r
in order to prove Theorem 4.1. Recall from (2.8) that ¥ (8) = 0 implies
d(H) _®0) @@xGr) G 1

0  rGr rGr r

') =

Differentiating (2.7) yields

_ G(@)P'(zG(2)

G@ = 1 —z®'(zG(2))"

“4.1

Therefore, G'(r) = oo, and consequently we have to proceed differently from the previous
section in order to find the expansion of G(z). First, we show positivity of ®”(6) in the
present setting:

Lemma 4.2.  Assume that G| (r;) < o0 and Gy(L(r2)). If W(8) = 0 then @"(9) > 0.

Proof. Differentiating (2.9) twice yields
D" (0) = af @] (a10) + a3 D) (). 4.2)

Since ®,(7) and &,(¢) are strictly convex for r € [0,0,) and ¢t € [0, 0,) respectively, we
get ®”(f) > 0 whenever 0, /o, # 6,/a: if 6 = 6,/ < 0,/a, then a0 < 6,, that is,
@4 (a26) > 0.

We now consider the case 0, /a; = 6/, thatis, {(r) = r,. Assume now @) = 0.
Then ®7(6;) = lim,_,— /() = 0 and ®7(6,) = lim,_4,_ ®7(+) = 0 must hold. For
i € {1,2}, differentiating (2.7) yields

G/(r) = lim G0 PiGi@)
e 1= 2®(2Gi(2))

or equivalently

ooy =lim 9O ___ G
=1 2Gi(2) + Gi(z)  riGi(r) + Gi(r)
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In particular, we have ®/(6;,) < 1/r; since Gi(r;) < oo by assumption. If ®/(6;) = 0,
differentiating (2.7) twice yields
P/ (2Gi(2))(Gi(z) + ZG,‘(Z))2 +20.(2Gi(2))Gi(z)  20,(0,)G;(x;)

1 — 2®}(2G;(2)) 11— rd6)

G/(r;)) = lim
Fand ¥
Define the first return generating function as
Ui(z) := Z]P’[Xf) =e,Vl<m<n—1:X"#£e|X) = e,
n>1

which satisfies the well-known equation G;(z) = 1/(1 — U;(z)) and is strictly convex.
G!(r;) < oo implies obviously U/ (r;) < oo. Therefore, we can compute &/ (6;) as
Gi(2)*U/(2) Gi(r)’U/ (r;)

®7(6;) = lim - > 0,
' =1 (Gi(z) +2Gi(2))®  (Gi(x)) + 1;Gi(r))?

a contradiction, and consequently ®”(0) > 0 due to (4.2). .
We proceed with expanding G(z) nearby z = r.

Proposition 4.3.  Assume that " (9) < oo, W(0) = 0, G| (r;) < 00 and G,(¢(r)) < 00
hold. Then we can expand G(z) in a neighbourhood of 7z = r as follows:

G(z) = g0+ g1vr —z+o(vr —2),
where go, g1 € Rwith g, # 0.

Proof. Consider the auxiliary function H(z) := (G(z) — G(r))?, and its first derivative
H'(z) = 2G'(2)(G(z) — G(r)). Using Equation (4.1), we get

oy = 2 CQYEGE)
H'(z) = 21 — .9 (GQ) (G(2) — G(r)).

The next aim is to show differentiability of H(z) at z = r. For this purpose, we want to
show finiteness of the following limit:

o / G() — G(r)
11321'1 (@) = 1133 2G()® (ZG(Z))—l 0GR
Since 2G(z)®'(zG(z)) tends to A := 2G(r) /r < 0o, we just look at the following limit:
G(2) — G(r) . ®(zG(z)) — G(r)

im = lim

=r 1 —z29(zG(z))  or 1 —29'(2G(2)
lim D'(zG(2))(G(z) + zG'(2))
=r —®'(2G(2)) — 29" (2G(2))(G(z) + 2G'(2)

4.3)

In the last equation we applied De L'Hopital’s rule. We now write G(z) := G(z) + zG'(2),
which tends to infinity for z — r. Recall that 6 = 6 = rG(r) if ¥ () = 0. Therefore,
Equation (4.3) yields

, . AP(0)G(2) . AD'(O)x
H'(r) = lim = lim =
z—r _Q)/(Q) — rq)//(e)G(Z) X—>00 _@/(9) _ rq)//(e)x —I'ZCD”(Q)
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Thus,

60 -6 _ . [G@-G6mr _
M=z ~imyT =y VO

leads to the proposed expansion, namely
G(z) = G(r) — y=H'(OVr =z +0(/r = 2),
where o/—H'(r) # 0. .
The next lemma shows that also ¢;(z) and &,(z) have the same expansion type:

Lemma 4.4.  Assume ®"(0) < oo. If W(0) = 0, G|(r;) < 0o and G,(£,(r)) < 0o we
can expand ¢,(2) and §,(z) in a neighbourhood of z = r in the following way:

0@ =1 +aVr—z+0(r—2), 0@ =5E)+br—z+o0(r—2),
where ay, by € R\ {0}.
Proof.  Obviously, we can write
0@ =r+X), &@ =056 +X(), “4.4)

where X (r) = X,(r) = 0. Moreover, for i € {1, 2},

Gi(£i(2)) = Gi(¢i(r)) — G(&(0)(—Xi(2) + 0(X;(2)). 4.5
Substituting (4.4) and (4.5) in (2.6) yields the claim when comparing all error terms. .

Now we can show that ®”() < oo holds in the present setting:

Lemma 4.5. Assume G| (r)) < 00 and G (¢ (r)) < 00. If W(6) = 0 then " (6) < oo.

Proof. Assume now that ®” () = co. We rewrite ¢,(z) and £ (z) as

(@) =1 +X1(2), and &(2) = &(r) +X(2), (4.6)
with X,(r) = X,(r) = 0. More precisely, if ®”(6) = oo, then the reasoning in Propo-
sition 4.3 yields H'(r) = 0, and consequently X;(z),X»(z) = o(y/r — z). Furthermore,
Xi1(2), X2 (z) # O((r — 2)), because otherwise ¢[(r), £;(r) < oo together with (2.6) would
lead to a contradiction with G'(r) = oo. For i € {1,2} and s; € supp(u;), we write in the

following F;(si|z) = ) ., f{" (s:)z" with suitable coefficients £,”(s;) € R. Our next aim is
to find real numbers C” and C{” such that

CPX,(z) + C¥X,(z) + o(r — z) = LP,, .7

Random Structures and Algorithms DOI 10.1002/rsa

73



PUBLICATION B. PHASE TRANSITIONS FOR RANDOM WALK ASYMPTOTICS

168 CANDELLERO AND GILCH

where LP; is a linear polynomial. For this purpose, we rewrite Equations (3.1) and (3.2)
with the help of (4.6). In the following denote by j the element of {1, 2} which is different
from i. We get:

L—aqir—@—2) Y wls) Y fP6)EGE +X@)" | @) +X:(2) = aiz.
sjesupp(p,j) n>1

4.8)

The coefficients Cfi) and C;i) of X, (z) and X, (z) respectively, are

CVi=l—ar Y )Y f202) L)

sy €supp(ir) n>1

=1—ar Z H2(52) (5218, (1)),

spEsupp(pg)

C = —aomr Y pals) Y S22 o)

spEsupp(12) n>1

=—arr Y pma(s)F(sl(r),

spEsupp(u2)

CP = —aamr Y ) Y £V

spesupp(uy) n>1

=—aiomr Y w(s)F(silry),

spEesupp(iay)

P =1—ar Y )Y fV60r

spEsupp(iy) n>1

=l—ar Y mlDFi(silry).

sy esupp(pe)

For i = 1, the linear polynomial term on the left hand side of (4.8) is

nfl-wz Y m)Fnlho) ],

spEsupp(12)

while on the right hand side it is «r;z. For i = 2, we have on the left hand side of (4.8)

Hr)|1—-aiz Z wisDHF (si]ry) |,

spEesupp(yey)

and on the right hand side «,z. Therefore, (4.7) holds with

LPy:=aiz—r |l —ayz Z M2(s2)F2(s2182(r)) | and

spEsupp(pg)

LPy =z — &) [ 1—aiz Y u(s)Fi(silr)

sy esupp(iiy)
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The coefficients C\”, C{” satisfy
e —cPc =o. 4.9)
Indeed, assume that Cf')Céz) — sz) Cél) # 0. Then the following linear system
C"X1(2) + G X2() + o(r — 2) = LPy,
CPX1(2) + CX2(2) + o(r —2) = LP;

has a unique solution for X, (z) and X,(z), but this means that both of them are of order
O(r — z), a contradiction to (4.6), where X, (z), X>(z) # O(r — 2).
Evaluating Equation (4.8) with i = 2 at z = r gives Cf) > 0. Equation (4.9) yields

(M

C
LP, ——5 LP, = 0. (4.10)
G
Evaluating the last equation at z = 0 yields
C(l)
C2

Since Cé')_ < 0, Equation (4.11) gives us a contradiction, therefore ®” (8) = oo cannot hold
when ¥ (0) = 0. .

We now proceed analogously to the previous section: we substitute the expansion of the
last lemma in Equations (3.1) and (3.2) and determine step by step the next terms in the
expansions of ¢;(z) and &,(z). The next lemma shows that we get only a finite number of
terms up to order (r — z)2:

Lemma 4.6. Leti € {1,2}). If W(0) = 0, we can expand ¢;(z) in a neighbourhood of
z = r in the following way:

G =G + VT =2+ Y cuu®—2)7log (r —2) + O((r - 2)),
(q.k)eT

where T is a finite subset of? ={(¢q,k) e Rx Ny |1/2 < g <2} and cy, cyr € Rwith
Co # 0.

Proof.  We start by plugging £;(z) = &(r) + cov/T — 2+ X (2) with X (z) = o(\/r — 2)
into Equations (3.1) and (3.2) and determine step by step the next terms inductively
analogously to the proof of Lemma 3.6. Assume now that ¢;(z) has an expansion of the
form

GO + VT =24 Y cu—2)logh(r — 2) + o(max T'),
(q.k)eT’
where 77 with T’ C 7\' finite. For p > 1, (¢;(r) — ¢;(2))? can be rewritten as

p

c max T’
(—co r=2"* | 1+ Z (Cq,k> (r—2o)7 2 lng(I' —2)+0 (ﬂ) 4.12)
o —
(q.k)eT’
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and log(¢;(r) — ¢i(2)) as

1 Cig.k) 1 k max 7’
C+ —log(r—2z)+log |1+ 22 p— )2 ogdfr—2) + o
5 log(r —2) +log (q%jw o T = logr =) Fo T

(4.13)

Once again, if max 7' = (r —z)¢ logf‘ (r — 7) then the next possible terms up to order (r —z)?
in the expansion may only be

(r —2)7 logf‘_l(r —2),(r—2z)¢ logi_z(r — 2., (r=2)"

We determine step by step the corresponding coefficients of these terms by plugging the
expansions of ¢;(z), (4.12) and (4.13) into Equatjons (3.1) and (3.2) and comparing error

terms. The next term has the form (r — z)¢ logk(r — z), where ¢ < 2 is now a sum of
elements from the finite set {1/2,¢/2,q/2 —1/2 | (g,-) € T; U 75} such that § > g (recall
the definitions of 7; from (2.2)). Due to (4.12) and (4.13) there is obviously a maximal

ke Ny such that (r — z)? logk (r — z) may be a non-vanishing next term in the expansion of
¢;(2). Iterating the last steps yields the claim of the lemma, since there are only finitely many
possible values for ¢ such that the term (r — z)? log" (r — z) may appear in the expansion of

;i(z)~ []

Substituting the obtained expansion of ¢;(z) into Equation (2.6) yields the proposed
claim of Theorem 4.1.

Remark. The result could also be obtained analogously to Flajolet and Sedgewick
[7, Section V1.7.] by singularity analysis, but one still has to prove positivity and finiteness
of ®"(6).

5. THE REMAINING CASES

In this section we look at all remaining cases not covered by Section 3 and 4. Afterwards
we will extend our results to free products I'y * ... I, withm > 2.

5.1. Case G;(r;) < oo and Gj(r) = 00

Theorem 5.1.  Consider a free product of the form I'y % 'y, where G (r,) < 00, G} (1)) =
00 and Gj(r;) < oc. Then:

(nﬁ)(e) ~ Cl : rims : n73/2’ lfe: = 91/“1 or "Il(é) S 07 _
® Cy-r™ .p7*2 . log”(n), if @ =06,/a, <0 /a; and ¥(6) > 0.

Proof.  For the first part of the proof assume that 0 = 6, /a;. With

Ui@ =Y m(@zFig ')

gely
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we have the well-known equation G, (z) = 1/(1 — U,(2)). Therefore, G| (r;) = oo implies
U;(r;) = oo, and we get due to [22, Equation (9.14)]

— 1
Wi (o160) = ¥ (6;) = lim ¥ (zG(z)) = lim 0. 5.1
—r)

= U@ +1-Uk)
Thus,
V(O) =W (10) + WUa(en0) — 1 = U, (6) + WUs(020) — | = Wy(n0) — 1.

Recall that W(z) is strictly decreasing and W,(0) = 1. Therefore, ¥(6) < 0, and con-
sequently we obtain the asymptotic behaviour ©®(e) ~ C;r™"n=%?; see [22, Theorem
17.3].

For the case § = 6,/a, < ) /a; and W(A) = 0, we refer to Section 4.

In the case 8 = 6, /o < 01 /oy and lIJ(G_) > ( the Green function G(z) is analytic at
z = ¢ (r) < r; and thus we may apply the technique from Section 3 to obtain the proposed
asymptotic behaviour. .

At this point, let us remark that the formula for W(¢) used in Equation (5.1) always
implies W;(6;) = 0 whenever G;(r;) = co. Moreover:

Corollary 5.2.  If G (r)) = G,(r2) = oo, then ™ (e) ~ C -r™ . n=32,

Proof.  Since Uir) = Ui(r,y) = o0, Equation (5.1) implies that at least one of W, (a10)
and W, (a,0) equals zero, yielding ¥ (6) < 0. .

5.2. Case G;(ry) = ¢

For finite groups I'y and I',, Woess [21] proved that the n-step return probabilities behave
asymptotically like C - r™ . n=3/2, Moreover, we get the following asymptotic behaviours:

Theorem 5.3.  Consider a free product of the form I'y x [y, where G,(r) = co. Then:

(n8) Ci-r™ . n2 if ‘I"(é) <0,
1% (e) ~ —nd —A K . N
Cy-r™ -n7"2 - log"(n), if ¥(9) > 0.

Proof. If G,(r;) = oo, we have W(H) < 0; see proof of Corollary 5.2.

If G,(r;) < oo and G5 (r;) = oo then 0 = 0,/a,, and U, (r,) = oo. This implies once
again W(a,0) = 0, and thus W () < 0.

If G,(r;) < oo then 0 = 6, /o and ¢;(r) < r;. Therefore, we can follow the
argumentation of Section 3 and 4 analogously to prove the proposed claim. .

5.3. Free Products with more than two Factors

Let m € N with m > 3. Suppose we are given finitely generated groups I'y,...,I",,. We
consider now a free product of the form I' := I'; % ... % [',,, on which a random walk is
governed by the measure 1 defined as ju := 37" | ;it;; see Section 2. We get the following
result:
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Theorem 5.4. Let m > 3. Consider the free product " := T'y x...* '), equipped with a
random walk governed by . := Z]m:l a;ij. Assume that the corresponding Green functions
G;(2) on the free factors I'; have an expansion as in (2.2) whenever Gi(r) < oo. Denote
by r the radius of convergence of the Green function associated with the random walk on
. Then the asymptotic behaviour of the corresponding n-step transition probabilities must
obey one of the following laws: C ™™ n™" log"i (n), where \; and k; are inherited from one

of the w;’s, or C ™" n=*% with some constant C = C, depending on [i.

Proof. In order to prove the theorem, we just remark that — by induction on the number
of free factors — the Green function (with radius of convergence r*) of the random walk on

I*:=T %...%I,_, governed by u* := Y7 % - f1; has an expansion either of

J=1 " aj+..tay,_
the form
D
G =Y &0~ + Y g — ' logt " —2) + O —9”P), (@)
k=0 (qh)eT

where 7 is a finite subset of {(g,k) € R x Ny | D < ¢ < D+ 2} and g, 844 € R, or of
the form

G =g+avVr—z+ ) g —2)'log"r" —2) + 0" —2)»), (D)

(q.k)eT

where 7T is a finite subset of {(g,k) € R x Ny | 1/2 < ¢ < 2} and go, g1, 80 € R with
g1 # 0. Thus, we may apply the results from Section 3 to the free product I'* x I',, equipped
with u = (y + ... + &) U* + o, i, and obtain the proposed result. .

6. EXAMPLES

6.1. Free Products of Lattices

Let dy,...,d, € N. In this subsection we consider free products of the form
[ =74 x... % Zm, equipped with a nearest neighbour random walk, that is, we always
assume supp(u;) = {ie](-’) | 1 <j < d;}, where ej@ is the j-th unit vector in Z%. In

the following subsection we show that the Green functions of nearest neighbour random
walks on Z¢ have an expansion as requested by (2.2). Afterwards we can give a complete
classification of the asymptotic behaviour.

6.1.1. Expansion of the Green Function on Z¢. Letd € N. Suppose we are given a
probability measure 7 with supp(r) = {Ze, ..., ey}, the set of natural generators of Z<.
Then 7 defines a random walk on Z¢, and we denote by ™ its n-fold convolution power.
We write for 1 <i <d

m(e;)

fii=mle) tr(=e) and pii= "rrm s

Denote by 0 the zero vector in Z¢. Once again G,(z) := ano 7™ (0)z" denotes the asso-

ciated Green function, which has radius of convergence r,;. The crucial point for our later
discussion is the following:
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Proposition 6.1.  The Green function of the random walk on Z¢ has an expansion of the
Sform

G(o) = M@ +8@r - 7)¥=272, if d is odd,
4@) = ) +g@@y — 20922 log(ry —z), if diseven,

where the functions f(z), g(z) are analytic in a neighbourhood of z = r, and g(r;) # 0.

Remarks. For the case of simple random walks on Z¢, i.e. w(&e;) = 1/(2d), a proof
of this proposition can be found in [22, Proposition 17.16]. In our case, we generalize
the statement to arbitrary nearest neighbour random walks on Z¢, but we will only give a
sketch of the proof and refer once again to [22]. From the expansion follows with the help
of Darboux’s method that 7" (0) ~ Cr;* n~%?; this asymptotic behaviour follows also
from Cartwright and Soardi [4].

Proof.  First, note that the spectral radius of the random walk on Z¢ is given by

d
1
0= B/ap(1—p) = o

i=1

compare with [22, Theorem 8.23]. Fori € {1,.. ., d}, we define random walks on Z governed
by probability measures 77; with 77;(1) := p; and r;(—1) := 1—p;. Forz € C, the exponential
generating function on Z¢ is given by

0 n
Z
E(z) := ™)==
@ ; Ok
and on the i-th coordinate axis it is given by
™2 '/ a=pp 1
E@):=) m"0)= = / eVt gy,
; n! -1 /1 —¢2
In the last equation we applied the following relation, which is easy to check:

1

1
(n) ™ n
70 = [ VT —p)
-1 v u /1 — 1
Furthermore, we get E(z) = 1—[;1=1 E;(Biz) = ffg e’z(f] ... *fd)(t)dt, where
jio 1 f( e ) & o= v FECLD.
i(f) == an 1) = {7Vt
Bi/Api(T—p)"" \ Bi/Api(T = pi) ’ 0, otherwise.
This allows us to rewrite the Green function in the following way:
e 1 . .
G,(2) = / 1—(fl *...xfy)(t)dt. 6.1)
o L=zt
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Moreover, there is a function g,(¢), which is analytic in a neighbourhood of t = o and
satisfies g;(0) # O such that

(... xf)(0) = (0 — D28, 0). (6.2)

To prove this, we define ]_‘,-(t) = f,-(,B,-«/4p,~(1 — p;) — t) and show inductively that we can
write

(hx..oxf) (@) = 197225, (),

where the function g, (¢) is analytic in a neighbourhood of t = 0 and g,(0) # 0. Analogously
to the proof of [22, Proposition 17.16], we may conclude together with (6.1) and (6.2) that
G,(2) has the proposed expansion. .

6.1.2. Classification of the Asymptotic Behaviour. Observe that a nearest neighbour
random walk on Z¢ has period 2 since it can return to the origin only in an even number
of steps. Therefore, the period of a nearest neighbour random walk on Z% x Z% is § = 2.
Now we can give a complete classification of the asymptotic behaviour of n-step return
probabilities of nearest neighbour random walks on Z% * Z%:

Theorem 6.2.  Consider irreducible nearest neighbour random walks on the lattices 7
and 7% with d, < d,. Then the n-step return probabilities of the associated random walk
on 74 x 7% obey one the following laws:

Cr-x™ .2, ifdy > 5and ¥(0) > 0and § = 6,/ay,
u®e) ~3C, v .02 ifdy, >5and W(0) > 0and 6 = 6,/a, < 6,/ay,
Cy-r 20732 otherwise.

Consider now the multi-factor free product Z% * . .. x Z% . Let u; be the simple random
walk on Z% for each i € {1,...,m}, that is, /Li(:te;i)) = 1/(2d;), where e;i) is the j-th
unit vector in Z%. Choose «y, . ..,a, > 0 with Z;":l o = 1. Let G;(z) denote the Green
function of the simple random walk on Z%, which has radius of convergence r; = 1, and
define W;(¢) analogously as in (2.8). Cartwright [1] computed numerically some of the
values of W;(G;(1)) and showed that ¥;(G;(1)) — 1 if d; — oo. Thus, for large d; we
have W;(G;(1)) > 1 — 1/m. Recall also that W;(¢) is decreasing. Denote by G(z) the Green
function of the random walk on Z% x ... % Z% and by r its radius of convergence, and
define W (¢) analogously as in (2.8). By [22, Equation 9.21],

WO) =14 (W) — 1),

j=1

where § = min, <;,, 6;/;. If all exponents d; > 5 are large enough, we get \11(0_) > 0.
Furthermore, if «; is chosen large enough, we get an asymptotic behaviour of the form
C;r~2" p~4i/2_Moreover, one can define (symmetric) measures (1, . . . , ,, supported on the
natural generators in such a way that we obtain a Co r=>" n=%/2-law: one chooses 1| and 1,
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such that ¥, (0;), ¥,(6,) < 1/2, and «; and «, are chosen such that 6 = 01/a1 = 6/ay,
yielding

W) =1+ Wi6) =D+ (¥a2(6,) — 1) +Z(‘I’k(ak9_) - <0

k=3

<—1/2 <—1/2

<0

see also comments at the end of Section 2. That is, we can have m + 1 different asymptotic
behaviours. This finally proves Theorem 1.1.

For instance, consider I' = Z° % Z° x 7 equipped with simple random walks w,, i, and
13 on each free factor. For i € {1,2,3}, we define W¥;(¢) analogously to (2.8). Cartwright
[1] computed the values W, (G(1)) = 0.691, W,(G,(1)) = 0.824 and W3(G5(1)) = 0.876.
Thus, the random walk on Z° x Z° governed by ni, = afit; + offi,, where af =
oy /(o + ) and oy = oy /(o +0p), satisfies W (M) > 0.515 withM := min{6, /a7, 0, /a5 }.
Thatis, M = r;,G,(r2), where G, ,(2) is the Green function of the random walk on 73 % Z°
with radius of convergence r, ». Since all W;-functions are strictly decreasing, we obtain for
the random walkonI' =T, « I, with Iy = Z° %« Z% and ', = Z:

V() =V, ((a) + a2)0) + Wy(a30) — 1 > 0.515+0.876 — 1 > 0.
For the simple random walk on I', we have then the asymptotic non-exponential type n="/2,
if oy +ay < M/(M + G3(1)). Otherwise, we have the asymptotic behaviour n=>/2, if
M =0,/a;,orn > if M = 0,/ # 0, /a.

6.2. (Z/mZ) = 7¢

Consider the groups I'y = Z/mZ and T', = Z¢ for any m,d € N with m > 2. Suppose
we are given a probability measure 1, on I'; and a probability measure 1, on Z¢, which
is supported on the natural generators. Then G,(1) = oo, and thus we get the following
classification:

(né) (8) ~ Cl : r7'18 : nid/z’ if \IJ(Q_) > O’
® C, -1 .n732, otherwise.

Let us remark that W(8) < 0 if d < 4: this follows from the fact G,(r;) = oo (see
Proposition 6.1) and Corollary 5.2.

6.3. M, 29

Consider the groups I'y = I1, := x!_,(Z/2Z) and T', = Z“ for any q,d € N with ¢ > 2.
Observe that the Cayley graph of I'; is the homogeneous tree of degree g. Suppose we are
given probability measures 1; on I'; and u, on Z¢, which are both supported on the natural
generators. If ¢ = 2 then G, (1) = oo, and thus we get the same classification as in the case
(Z/mZ) % Z4. If g > 3, then it is well-known that G, (z) can be written as

Gi(2) =A@ + +/11 —2B(2),
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where A(z), B(z) are analytic in a neighbourhood of z = r; and B(r;) # 0; see e.g. Woess
[23, Equation (4.5)]. Therefore, we get the following classification for the associated random
walk on the free product I'; * I'5:

Ci-r2.n 2 if0 =6/, <6 /oy and ¥(H) > 0,

@n
€) ~ )
we) {Cz -1~ . p732,  otherwise.

Analogously to the previous example, observe that d < 4 implies W (9) < 0.

7. CLASSIFICATION OF PHASE TRANSITIONS

Let us return to the case m = 2, thatis, I’ = I'y % I',. We now fix the measures (; and u,,
and investigate the variation of W(0) as a function of the parameter «;.

Lemma 7.1.  Assume 6 < oo. Then the function Y : (0,1) — R defined by

T () := Wi (e10) + W (1 — 1)) — 1

0
> 0146,

interval [e.ngez’ 1). (We set —— = 0and OOL;L := 1 forc € (0, oo).)

is continuous, strictly decreasing in the interval (0 1 and strictly increasing in the

Proof. We leave the proof of continuity of Y as an easy exercise to the reader, since W; is
analytic in an open neighbourhood of the interval [0, 6;).
Note that Y'(«;) equals W (#) in dependence of «;. We divide the proof into two parts,
according to finiteness of 8, and 6,. B
Case 0,,0, < 00.If0 < o) < 6167192 then 0 = 6,/w,. Consequently, we have
o)
l—«o 1

T(ay) =W, ( 92> + W, (6,) — 1.

o]

- is strictly increasing, it follows that W (
implying T(gx,) strictly decreasing.
If @) = —L- we obtain 0 = 6, /a; = 0,/as, thatis, Y (a;) = ¥, (6;) + W,(0,) — 1.

01+0;

If e),ngez < a; < 1 we have W(0) = ¥,(0)) + \1’2(1;:” 0;) — 1. Since 1;:"1 is strictly
decreasing, Y («) is a strictly increasing function in the abovementioned interval.

Case 6, = 00. Then§ = lf—zal The same reasoning as before shows that Y («) is strictly
decreasing in the interval (0, 1).

Case 6, = oo. Then § = % Analogously, T (o) is strictly increasing in the interval

., 1). .

o]

Since the function 6,) is strictly decreasing,

1—ay

Let us remark that 6 = oo implies W(h) < 0 (see [22, Theorem 9.22]); otherwise we
would have a contradiction to p-transience.

Now we can give a complete picture of the phase transition of the asymptotic behaviour
of the return probabilities depending on the parameter o1, and we present specific examples.
In the following we discuss the different possible behaviours of the function Y (a;) = W (6).
In Figure 1, the dashed line will represent approximately the qualitative behaviour of Y («);
we denote its zeros (if they exist) by ajow and otmigh (With @je < apigh). Moreover, we write
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Fig. 1. The different behaviours of Y : oy v (H).

o, := 6,/(6,+6,). We decompose the interval (0, 1) into subintervals such that every choice
of ¢y in a fixed subinterval leads to the same non-exponential type. With the help of Figure 1
we discuss case by case the different behaviours of Y (¢;), and for each case we give an
example of a nearest neighbour random walk on Z%1 % Z%2. Recall that W (0) = ¥;(0) = 1.

Case A: Consider Figure 1, Case A. We give an example such that this case holds.
We set I' = Z4 % Z% with dy,d, > 5, and we choose y; and u, such that
W, (6,) < 1/2and ¥,(60,) < 1/2.Recall thatitis possible to find such measures
(seeend of Section 2 and [22, Lemma 17.9]). We remark that W;(6;) > 0:indeed,
W;(6;) = 0 would imply

(60) = @;(6)  Gi(r) 1
e 0; _riGi(ri) _l'i'
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Differentiating (2.7) would yield Gi(r;) = oo, a contradiction to Propo-
sition 6.1, according to which, Gi(r;) must be finite due to d; > 5.
Therefore:

— If oy is small then 6 = 6,/(1 — ;) and

6,

‘I’(é) =Y, (al ) + W, (0;) —1, (7.1)
1—oa ——
N——— >0

a;—0
—>0
—

a1 —0

—>1

that is, W(#) > 0 if «; is sufficiently small. This yields an n~%/>-law for
small values of «;.

— If a is close to 1 then 6 = 6, /ar; and we get analogously an n -law.

— For o) = a,, we get W(0) = W,(6,) + W,(6,) — 1 < 0, that is, we have
an n~*/2-law in this case.

Case B: We set I' = Z? % Z7. By Lemma 7.1, Y(e,) is strictly decreasing and 0 =
92 /()[2. B

— If o is small then the same reasoning as in (7.1) holds and ¥ (6) > O,
that is, we have an n~%/?-law for small «;.

— If «; is close to 1 then

—dy/2

- 0
V(@) =V, <011 2 )+‘112(02)—1 <0,
1 —oy =
S~———— <l
ayp—~>1
—
al—>l
—>0

since lim,_, ,, ¥ (¢) = 0, which follows analogously to (5.1). That is, we
have an n=%/2-law for large a;.

Case C: By setting I' = Z % Z2?, we have the symmetric situation as in Case B, which
gives an example for this case by exchanging the roles of Z? and Z’.

Case D: WesetI' = Z°*Z° and consider simple random walks on the factors Z> and Z°.
By Cartwright [1], we have W, (6,) = 0.691 and W,(6,) = 0.824. Since ¥,(z)
and W, (z) are strictly decreasing, we have Y («;) > W,(6;) + W,(6,) — 1 >0
for all o, € (0,1). Thus, we obtain an n=>/?>-law, if «; > «,, and an n=3-law, if
o) < o.

Case E: WesetI" = Z*xZ* By Equation (5.1), follows that ¥, (a;6) = 0 or W, (a,0) =
0, that is, we have Y(a;) < O for all or; € (0, 1). This yields an n=3/?-law for
all a; € (0, 1).

We now give an example (see Case F of Figure 1) where the n=%/2-interval of case A collapses

to a singleton. For this purpose, we have to prove the following:
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Lemma 7.2. Consider T' = 7° % 7Z° Then there are probability measures i,
and w, supported on the natural generators of 7° and 7° respectively such that
W (6)) = Wa(62) = 3.

Proof. Leti € {1,2}. We have d| = 5,d, = 6 and choose any § € (0, 1). We define

o (1-68)/2, ifx=(£1,0,...,0) € Z4,
Vs (%) = if x = (0,...,0,£1,0,...,0) € Z%\ {(£1,0,...,0)}.

2d; — 2’

The Green function associated with the random walk on Z% governed by the symmetric
measure vgi) has radius of convergence r; = 1; see [22, Cor. 8.15]. If § = 1 — 1/d; then
W, (6)) = 0.691 > 1/2 and ¥,(6,) = 0.824 > 1/2; see Cartwright [1]. On the other hand
side, if § is small enough then W,(6,) < 1/2 and W,(6,) < 1/2; see proof of [22, Lemma
17.9]. It remains to show that \W;(6;) varies continuously in dependence of &, which implies
that there is some 8(?) such that W;(6;) = 1/2. We now write G;(z) = G;(8|z), Ui(z) = U;(8|2)
and W;(r) = W;(8]17). Recall that

1
U/I1) +1— U (3[1)°

i(816) =

Since U;(8]1) can be rewritten as a power series in the variable §, the function § — ¥;(516;)
is continuous in §. This finishes the proof. .

We can now present an example, where Case F of Figure 1 holds: we set I' = Z> % Z° and
choose the measures (| and p, such that ¥ (6,) = W,(6,) = 1/2. Obviously, we have then
T () = Wi(6)) + ¥,(6,) — 1 = 0. That is, we get the following asymptotic behaviour:

C-r2.-n32, ifa >a,
w@e)~1C, -r .02 if oy = o,
Cy-r™2".n73, if o < .

As a final remark let us explain that it is not possible that Y'(«;) is strictly increasing or
decreasing with Y («;) > O for all «; € (0, 1). In order to show this assume that Y (o) is
strictly increasing. Then, by Lemma 7.1, 8, = oo must hold, that is, G,(r,) = 0o. The same
reasoning as in Equation (5.1) leads to lim_,,, ¥»(zG(z)) = lim,_, o, W(#) = 0. Therefore,
we obtain for «; small enough

1
<1 R —
a1—0
o]
~— ——
a;—0

—>0

UO) = W,(6)+ ¥, ((1 —a])ﬁ> —1<0.
N—— o

Analogously, if Y («) is strictly decreasing, then it must have a zero.
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8. HIGHER ASYMPTOTIC ORDERS

The techniques we used for determining the asymptotic behaviour give us not only the
leading term n~* log® n, but also the proceeding terms of higher order, according to the
singular terms in the expansion following the leading one. For instance, consider a nearest
neighbour random walk on Z’ % Z3 with «; = 6,/(8, + 6,). Then the associated Green
function has the following expansion:

4
ng(l‘ — '+ 85(r =22 4+ 3 (r —2)* log(r — 2)
k=0

+&(r —2)"* 4 g(r — 2)* log(r — 2) + o((r — 2)%),

where g, # 0. That is,
we) ~ 1 (Cin TP+ Con Tt Con P+ Can” +o(n 7)),

where C; # 0.
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Branching random walks on free products of groups

Elisabetta Candellero, Lorenz A. Gilch and Sebastian Miiller

ABSTRACT

We study certain phase transitions of branching random walks (BRW) on Cayley graphs of free
products. The aim of this paper is to compare the size and structural properties of the trace,
that is, the subgraph that consists of all edges and vertices that were visited by some particle,
with those of the original Cayley graph. We investigate the phase when the growth parameter
A is small enough such that the process survives, but the trace is not the original graph. A first
result is that the box-counting dimension of the boundary of the trace exists, is almost surely
constant and equals the Hausdorff dimension which we denote by ®(\). The main result states
that the function ®(\) has only one point of discontinuity which is at A = R where R is the
radius of convergence of the Green function of the underlying random walk. Furthermore, ®(R)
is bounded by one half the Hausdorff dimension of the boundary of the original Cayley graph
and the behaviour of ®(R) — ®(\) as A T R is classified.

In the case of free products of infinite groups the end-boundary can be decomposed into words
of finite and words of infinite length. We prove the existence of a phase transition such that if
A < Ac, the end boundary of the trace consists only of infinite words and if A > ., it also contains
finite words. In the last case, the Hausdorff dimension of the set of ends (of the trace and the
original graph) induced by finite words is strictly smaller than the one of the ends induced by
infinite words.
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2. Branching random walks on free products 3
3. Results 9
4. Proofs 15
References 35

1. Introduction

A branching random walk (BRW) is a growing cloud of particles that move on an underlying
graph X in discrete time. The process starts with one particle in the root e of the graph. Then
at each discrete time step a particle produces offspring particles according to some offspring
distribution with mean A > 1, and then each descendent moves one step according to a random
walk on X. Particles branch and move independently of the other particles and the history of
the process. A first natural question is to ask whether the process eventually fills up the whole
graph, that is, whether every finite subset will eventually be occupied or free of particles. If the
BRW visits the whole graph, it is called recurrent, and transient otherwise. As a consequence

Received 11 May 2011.
2010 Mathematics Subject Classification 60J10, 60J80 (primary), 37F35, 20E06 (secondary).

The research of the first author was financially supported by the Austrian Academy of Science (OAW) and
by the Austrian Science Fund (FWF): W1230-N13, the research of the second author was supported by the
German Research Foundation (DFG) grant GI 746/1-1, while the third author was supported by PIEF-GA-
2009-235688. Part of the work was done during a visit of S. Miiller at Graz University of Technology and a visit
of E. Candellero at Geneva University, where both visits were supported by the ESF Grant ‘Random Geometry
of Large Interacting Systems and Statistical Physics’.

89



PUBLICATION C. BRANCHING RANDOM WALKS ON FREE PRODUCTS

Page 2 of 36 E. CANDELLERO, L. A. GILCH AND S. MULLER

of Kesten’s amenability criterion, any BRW is recurrent on the Cayley graph of an amenable
group. Furthermore, one observes a phase transition on non-amenable groups; there exists
some A. > 1 such that a BRW with A < A, is transient, while it is recurrent otherwise. In
the transient case, the trace of the BRW, that is, the subgraph that consists of all edges
and vertices that were visited by the BRW, is a proper random subgraph of the original
Cayley graph. Benjamini and Miiller [1] studied first general qualitative statements of the
trace of BRW on groups. In particular, they proved exponential volume growth of the trace
in general. However, their approach is rather qualitative and gives no quantitative results
on the growth rate. In this article, we study BRW on free products of groups and obtain a
precise formula for the growth rate and dimensions of the end boundary of the trace. One
motivation to study BRW on this class of structures lies mainly in the fact that they are
among the simplest non-amenable groups. This makes them to a reference and starting point
for more complicated non-amenable structures such as, for instance, groups with infinitely
many ends or hyperbolic groups. Besides this, free products of groups are interesting on their
own since they play an important role in some fields of algebraic topology and in Basse—Serre
theory.

The starting point of the present investigation of BRWs was the work of Hueter and
Lalley [13], who studied BRW on homogeneous trees. We remark that in their setting and
notation weak survival is equivalent to transience in our language. In the transient regime, the
BRW eventually vacates every finite subset and the particle trails converge to the geometric end
boundary {2 of the tree. The limit set A of the BRW is the random subset of the boundary that
consists of all ends, where the BRW accumulates. By this we mean that each neighbourhood
of an end in A is visited infinitely often by the process. Equivalently, we can define A as the
geometric end boundary of the trace.

Typical ways of measuring the size of boundaries are by use of the box-counting dimension
(also known as the Minkowski dimension) or the Hausdorff dimension. In [13], a formula for the
Hausdorff dimension of A is given for BRW on homogeneous trees. In particular, it is shown
there that the limit set has the Hausdorfl dimension no larger than one half the Hausdorff
dimension of the entire boundary 2. We extend these results to BRW on free products of
groups. We prove existence of the box-counting dimension, show that the Hausdorff dimension
equals the box-counting dimension and present a formula in terms of generating functions of
the underlying random walk, see Theorem 3.5. In the same way, we obtain a formula for the
Hausdorff dimension of the whole space of ends, see Theorem 3.8. This eventually leads to the
result that the Hausdorff dimension of A is not larger than one half the Hausdorff dimension
of the entire boundary. Another consequence of the formula of the Hausdorff dimension is that
the dimension varies continuously in the subcritical regime, see Theorem 3.10. This affirms the
conjecture made in [1] for general non-amenable groups that the Hausdorff dimension of the
limit set is continuous for A # A, and discontinuous at A.. As pointed out in [13], the very same
phenomenon holds for other growth processes (for example, hyperbolic branching Brownian
motion, isotropic contact process on homogeneous trees) that exhibit a phase transition between
weak and strong survival.

In [13], the behaviour of the critical BRW on the free group was studied in more detail and
two phenomena were observed. First, ®(R) = HD(2)/2 if and only if the underlying random
walk is the simple random walk. This statement is not true for our more general setting since
there are non-simple random walks that attain the maximal Hausdorff dimension HD(2)/2,
see Remark 3.12 together with Example 3.14. Second, it was shown in [13] that ®(R) — ®(\) ~
CvVR— X as AT R. For free products of groups this behaviour turns out to be more subtle:
®(R) — ®(\) may behave like C(R — \) or Cv/ R — X depending on whether the Green function
is differentiable at its radius of convergence or not.

The very same phenomena were also studied in the continuous setting. Lalley and Sellke [18]
studied the phase transition for branching Brownian motion on the hyperbolic disc and
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Karpelevich, Pechersky, and Suhov [14] generalized these results to higher-dimensional
Lobachevsky spaces. Grigor’yan and Kelbert [11] studied recurrence and transience for
branching diffusion processes on Riemannian manifolds. In Cammarota and Orsingher [3],
first results on a ‘linear’ growing system of particles on the hyperbolic disc are given.

In the case of free products of groups I' =I'y % --- % [, | where at least one of the factors is
infinite, another phase transition occurs. The boundary €2 can be decomposed into up to r + 1
direct summands. For 1 < i < r, let 2; denote the set of ends described by semi-infinite non-
backtracking paths, which eventually stay in one copy of I';. The set )., consists of all ends
described by infinite, non-backtracking paths that change the different copies of the free factors
infinitely many times. Now, for all infinite I';, Theorem 3.1 gives a criterion whether A N Q; # ()
almost surely. In particular, it states that there exists a critical value A; such that A < A; is
equivalent to A N Q; = ) almost surely. In other words, if we increase the growth parameter A,
then more and more different parts of the boundary appear in A. However, even if A N §Q; # 0,
only the infinite words contribute to the Hausdorff dimension of A, see Corollary 3.7.

Finally, for the case of free products of finite groups we slightly adapt the metric defined
on the boundary and obtain (following analogously the reasoning in [13]) a simpler formula
for the Hausdorff dimension of A, see Corollary 3.16. Analogously, we obtain a formula for
the Hausdorff dimension of A, if we have a BRW on free products by amalgamation of finite
groups, see Corollary 3.18. In both cases, the Hausdorff dimension can be expressed through a
Perron—Frobenius eigenvalue.

Let us remark that free products have been studied in great variety. Asymptotic behaviour
of return probabilities of random walks on free products has been studied in many ways; e.g.
Gerl and Woess [7, 24], Sawyer [22], Cartwright and Soardi [5], Lalley [15] and Candellero and
Gilch [4]. For free products of finite groups, Mairesse and Mathéus [19] computed an explicit
formula for the drift and asymptotic entropy. Gilch [9, 10] computed different formulas for
the drift and also for the entropy for random walks on free products of graphs. Our proofs
involve, in a very crucial way, generating function techniques for free products. These techniques
were introduced independently and simultaneously by Cartwright and Soardi [5], Woess [24],
Voiculescu [23] and McLaughlin [20]. In particular, we show that the Hausdorff dimension
can be computed as the solution of a functional equation in terms of double generating
functions.

The structure of the paper is as follows. In Section 2, we give an introduction to random
walks on free products, generating functions, and branching random walks. In Section 3,
we state our results and illustrate them with sample computations. The proofs are given in
Section 4.

2. Branching random walks on free products

2.1.  Free products of groups and random walks

Let Z=1{1,2,...,r} be a finite index set. Suppose we are given finitely generated groups I';,
i € Z, where each I'; is generated by a symmetric generating set .S; (that is, s € S; implies

s7! € 8;) with identity e;. Let I :=T; \ {e;}, for every i € Z and let '} :=J,c, '} The
free product T' :=T'y % --- % ', is defined as the set
{miag...an [ neNuz; el a; €Ty = w01 ¢ T5 U el (2.1)

That is, each element of I' is a word 1 ...z, such that each letter (also called block) z; is a
non-trivial element of one of the factors and two consecutive letters are not from the same free
factor T';; e denotes the empty word. We exclude the trivial cases where I'; is the trivial group
and the case r = 2 = |I'1| = |I'2]; see beginning of Section 2.2 for further remarks. The group
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FIGURE 1. Structure of the free product (Z/2Z) x (Z/3Z).

operation on the free product I' can be described as follows: if u = u; ... up, v =v1...v, €T,
then uv stands for their concatenation as words with possible contractions and cancellations
in the middle in order to get the form of (2.1). For instance, if u = aba and v = abc with a,c €
Iy bely and a® = ey, b? # es, then uv = (aba)(abe) = a(b?)e. In particular, we set ue; == u,
for all ¢ € Z, and eu := u. Note that I'; CT" and e; as a word in I' is identified with e. The
block length of a word u = uy ... u,, € I' is given by |lul| :== m. Additionally, we set |le|| := 0.
The type 7(u) of u is defined to be i if u,, € T'); we set 7(e) := 0.

To help visualizing the structure of a free product we may interpret the set I' as the vertex
set of its Cayley graph X (with respect to the generating set Uiez S;), which is constructed as
follows: consider Cayley graphs X, ..., X, of I'y,..., ', with respect to the (finite) symmetric
generating sets 91, ...,9,; take copies of &7, ..., &, and glue them together at their identities
to one single common vertex, which becomes e; inductively, at each vertex v = vy ... v, with
vy € I'; attach a copy of every &}, j # 4, where v is identified with e; of the new copy of X;
(see Figure 1). The natural graph distance on X is also used for elements of I" and we write
l(u) for the graph distance or length of u € I" to e. A geodesic of u is a shortest path from e
to u. We remark that the length of an element may differ drastically from its block length.

We construct in a natural way a random walk on I' from some given random walks on its
free factors. Suppose we are given (symmetric, finitely supported) probability measures p; on
I'; with (supp(u;)) =T'; for each i € Z. For z,y € I';, the corresponding single-step transition
probabilities of a random walk on I'; are given by p;(,y) := u;(x~'y) and the n-step transition
probabilities are denoted by pE")(:ﬂ, y) = ME")(mfly), where ,ugn) is the nth convolution power
of p;. Each of these random walks is irreducible. For the sake of simplicity, we also assume
wi(e;) =0, for every i € Z. We lift u; to a probability measure fi; on I' by defining f,;(x) :=
wi(x), if x € T';, and fi;(z) := 0, otherwise. Let a; > 0, ¢ € Z, with Ziez a; = 1. We now obtain
a new finitely supported probability measure on I' given by

= Z i fli.
icT
The random walk on I' starting at e, which is governed by u, is described by the sequence
of random variables (X, )nen,. For z,y € I', the associated single and n-step transition
probabilities are denoted by p(z,y) := u(z~'y) and p™ (z,y) := pu(™(z~1y), where pu™ is
the nth convolution power of u. The Cayley graph under consideration will always be with
respect to the set of generators supp(u) = ;7 supp(p:). We refer to Remark 3.11 for a short
discussion for the case of non-nearest-neighbour random walks.
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2.2. Generating functions

One key ingredient of the proofs is the study of the following generating functions. The most
common among these generating functions are the Green functions related to p; and p which
are defined by

i(@iyilz) = > p\ (i y) 2" and Gla,ylz) ==Y pM(w,y) 2
n=0 n=0
where z € C, i € Z, z;,y; € I'; and x,y € I'. We note that the free product I' is non-amenable
and that the radius of convergence R of G(-,-|z) is strictly larger than 1; see, for example,
[25, Theorem 10.10, Corollary 12.5]. In particular, this implies transience of our random walk
on I'. At this point, let us remark that the case r = 2 = |I';| = |I'5| leads to a recurrent random
walk (and therefore to a recurrent BRW), which is the reason why we excluded this case.
Moreover, non-amenability of T" yields G(e, ¢|R) < oo; see, for example, [16, Proposition 2.1].
The first visit generating functions related to u; and p are given by
Fi(w, yilz ZPYSUZM,VWSH*LKS)?E%|Yo<i)=90i}2n
n=0
and
F(a,ylz) =Y P[Xn=y,¥m<n—1: X, #y| Xo = a]2"
n=0
where (Yéi))neND describes a random walk on I'; governed by p;. For M C T', we also define
F(z,M|z) =Y PX, € M,¥Ym<n—1: X, ¢ M| Xy =a]"
n=0
and the first return generating function
Uz, M|z) =Y PX, e MY1<m<n—1:X, ¢M|Xo=a]"
n>1
By a Harnack-type inequality, the generating functions F(-,-|z) and U(-,-|z) have also radii of
convergence of at least R > 1 and U(x, M|z) = F(z, M|z), if z ¢ M. By transitivity, we have
Gi(zi,xi|2) = Gi(es, ei]z) and G(x,z|z) = G(e, e|z), for all z; € T; and z € . For x € T\ {e},
we have
G(e,elz) > Fle,x|2)G(x, x|z) F(x,e|z); (2.2)
indeed, while on the left-hand side we take into account all paths from e to e, on the right-
hand side we only take into account all random walk paths from e to e which pass through x;
therefore, strict inequality follows from irreducibility of the random walk which ensures always
existence of random walk paths from e to e not passing through z. Symmetry of the laws p;
now implies that F(e,z|z) <1 for all |z2| < R and all € I\ {e}. The last visit generating
functions related to u; and p are given by
Li(x, yil2) ZIP’ Y(’ =y,V1<m<n: Yn@ # x; | Yo(i) = ;2"
n=0
and
L(z,ylz) : ZIF’ Xp=y,Vi<m<n: X, #x| Xg=z]"
n=0

We have the following important equations, which follow by conditioning on the first visits of
y; and y, the last visits of x; and z, respectively:

Gi(zi,yilz) = Fi(zi,uil2) - Gi(ys, vil2) = Gi(wi, xi]2) - Liws, yil2),

Gl yl2) = Fl,yl2) - Gy yl2) = Gla, 2]2) - L, ). (23)
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Thus, by transitivity, we obtain
F(z,y|z) = L(z,y|z) for any z,y € I' and |z| < R. (2.4)
Let z,y,w € I such that all (random walk) paths from z to w pass through y. Then
F(z,w|z) = F(z,y|2) - F(y,w|z) and L(z,w|z) = L(z,y|z) - L(y, w|z); (2.5)

this can be checked by conditioning on the first/last visit of y when walking from x to w. For
i €7 and z € C, we define the functions
§i(2) :=U(e,supp(pi)|z) = U(e, T [2) = F(e, supp(pi)|2), (2.6)

which also have radii of convergence of at least R > 1. We remark that (1) < 1; see, for
example, [9, Lemma 2.3]. Moreover, we have F(x;,v;|z) = F;(z;,v:&(2)) and L(z;,yi|2) =
Li(z,v:|&(2)), for all x;,y; € I'y; see [25, Proposition 9.18¢c; 9, Lemma 2.2]. Thus, by
conditioning on the number of visits of e before finally making a step from e to I'} we obtain
the following formula:
oz
§i(2) = 5 - 7 :

- Z]’EI\{i} Zserj ajp;(s)zFj(s, €;|¢;(2))
Finally, we define the following power series that will lead to a useful expression for the
Hausdorff dimension. Let

(2.7)

F(Az) = ZF((,’I‘)\) @), (2.8)
zel’
and define for 7 € Z:
Fr2) = >0 Fle,z|n) 2/ = > Fi(es, z]& (X)), (2.9)
zel) zel' [

FiAz)=>"" Y Fle,aN) =Fr\z) 1+ Y F(A2) . (2.10)
n>1 x=x1...x,€l: JET\{i}
zleFix
The latter functions satisfy the following relation:

FA2) =1+ Fi(A2). (2.11)

icT
2.3. Branching random walks

In this section, we introduce discrete-time branching random walks on free products and recall
some basic results.

There are two different main descriptions or constructions of a BRW. The first defines the
process inductively as a growing cloud of particles moving in (discrete) time and space. The
second, via tree-indexed random walks, uses the fact that the branching distribution does
not depend on the space. For that reason one can separate branching and movement into
two steps. First, one generates the whole genealogy of the process and then one maps the
corresponding genealogical tree into the Cayley graph. In both cases, we need the following
definition. A Galton—Watson process is characterized through an offspring distribution v. This
is a probability measure on N = {0,1,2,3,...} with mean (or also called growth parameter)
A=3Y1s, kv(k) € (0,00). We assume that v has finite second moment, that is, Y .-, k>
(k) < co. Moreover, we exclude the cases where v(0) > 0 and v(1) = 1; this guarantees that
the process survives almost surely and that the BRW is not reduced to a (non-branching)
random walk.

The BRW on I is defined inductively: at time 0 we have one particle at e (if not mentioned
otherwise). Between time n and n + 1 the process performs two steps: branching and movement.
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First, each particle, independently of all others and the previous history of the process, produces
descendants according to v and dies. Second, each of these descendants, independently of all
others and the past, moves to a neighbour vertex in I' according to u. A particle located at
some vertex x € I' at time n has a unique direct ancestor at time n — 1. Consequently, each
particle has a unique finite sequence of ancestors, the family history, which traces back to the
original starting particle at e. The sequence of the locations of its ancestors (chronologically
ordered) gives a path from e to z, which we call the trail of the particle.

Sometimes it will be convenient to work with the interpretation of a BRW as a tree-indexed
random walk, see [2]. Let 7 be a rooted infinite tree. The root is denoted by r and other
vertices by v and let |v| be the (graph) distance from v to the root r. The random walk on I'
indexed by 7 is the collection of I'-valued random variables (S, ),ec7 defined as follows. Label
the edges of 7 with ii.d. random variables 7, with distribution u; the random variable 7,
is the label of the edge (v~,v). Define S, =e- H‘f:ll My, , Where (vg =r,v1,...,0, = v) is the
unique geodesic (also called ancestry of v) from r to v at level n. A tree-indexed random walk
becomes a BRW if the underlying tree is a Galton—Watson tree induced by v. We refer to T as
the family tree and to X as the base graph of the BRW. Furthermore, a vertex v € T is called
a particle of the BRW and 7, denotes the vertices of 7 on level n or equivalently the particles
in generation n.

A useful variation of the first description of a BRW is the coloured BRW, see [13]. This
process behaves like a standard BRW where in addition each particle is either blue or red. In
order to define this coloured version we choose a subset M of I' that plays the role of a ‘paint
bucket’. We start the BRW with one blue particle at e. Blue particles located outside of M
produce blue offspring. A blue particle that hits the paint bucket is frozen there and will be
replaced by a red particle. The new red particle starts an ordinary (red-coloured) BRW. As a
consequence, every red particle has exactly one ‘frozen’ ancestor in M.

We denote by Zo, (M) € NU {oo} the random number of frozen (blue) particles in M during
the whole branching process. If M = {z}, then we just write Z(z).

For ease of presentation, we will switch freely between the different definitions of a BRW;
nevertheless, it will always be clear from the context which description we are using.

A BRW on a Cayley graph is called recurrent if each vertex is visited infinitely many times
and transient if any finite subset is eventually free of particles. The recurrence/transience
behaviour is well understood. In fact, we have the following classification in recurrence and
transience, see [2] for the sub- and supercritical cases and [6] for the critical case. We also refer
to [11] for the corresponding result in the continuous setting.

THEOREM 2.1. The BRW is transient if and only if A < R.

Recall that in the language of [13] transience is equivalent to weak survival if A > 1. For the
rest of this paper, we will restrict our investigation to the case of transience or weak survival.
Since in this case the process eventually vacates every finite subset of I' almost surely the
investigation of the convergence of the BRW to the geometric boundary is meaningful.

2.4. Ends of graphs, box-counting dimension and Hausdorff dimension

Let us first recall some basic notations on infinite graphs. Let G be an infinite, connected,
locally finite graph with countable vertex set and root e. For ease of presentation, we will
identify G or a subgraph with its vertex set. A path of length n in G is a finite sequence of
vertices [xo, Z1, . .., Ty] such that there is an edge from x;_; to x;, for each i € {1,...,n}. Recall
that a geodesic of a vertex x € G is a shortest path from e to z in G. A ray is a semi-infinite
path [e = xg, x1, x2,...], which does not backtrack, that is, x; # x;, if i # j. Two rays n; and
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12 are equivalent if there is a third ray which shares infinitely many vertices with 7, and ns.
An equivalence class of rays is called an end. The set of equivalence classes of rays is called the
end boundary of G, denoted by 9G. For further details, we refer to [25, Section 21].

In the case of free products we have different types of ends occurring in the Cayley graph X" of
I': ends arising from ends in one of the X;, and ‘infinite words’. More precisely, denote by QEO) the
set of ends of X;. For w; € QZ(-O), let n = [es, y1,Y2,...] € w; and let x € T, where [z, 21, ..., 2]
is a geodesic from zy to & = x,. Then, the ray zn := [z¢, 21, ..., Tpn, TnY1, Tny2, ... describes
an end in I'. The end described by a7 is denoted by zw;. We set Q; := {zw; | z € I',w; € QEO)}.
Moreover, the set of infinite words is given by

Qoo = {T17223... € (D)) |2; € T) = 2541 ¢ T}
It is easy to see that the set 2 of ends of X can be decomposed in the following way:
Q=0 W Qo W... Q.

Observe that €2; is empty if and only if I'; is finite. Thus, if all groups I'; are finite, then
Q=0.

In order to measure the size of 2, we define a metric on 2. We say that an end w; € Q is
contained in a subset of the graph if all representatives have all but finitely many vertices in
this subset. Now, if we remove from X any finite vertex subset F' C X' (including the removal
of edges to vertices in F'), then there is exactly one connected component in the reduced graph
X\ F containing the end w;. We call this component the w;-component and say that w; ends
up in this component. Denote by B, := {z € I' | I[(z) < m} the ball centred at e with radius
m; we also set B_1 := (). Let wo € Q be another end with w; # wy. Obviously, there is some
maximal m € Ny such that wy and wy end up in the same connected component of X'\ B,,_;.
We write ¢(wy,ws) for this maximal integer m. We now define a metric on Q by

dQ(UJl,UJQ) = QC(WI7W2>7

where a € (0,1) is arbitrary, but fixed. Additionally, we set dg(w;,w1) := 0. The ball B(w,¢)
centred at w € Q with radius e > 0 is given by all ends w € Q with dq(w,®) < €. In other words,
if e = a™, then @ € B(w,¢) if and only if w and & end up in the same component of X' \ By,_1.

A cover of a subset ' C € is a finite or countable set of balls of the form B(w,e,) with
w € ' and €, > 0 such that the union of these balls include . For any € > 0, let N.(©') be
the minimal number of balls of the form B(w,e,) with w € Q" and 0 < &, < &, which cover Q.
Apparently, N.(©') is bounded from above by the number of elements in T at graph distance
m = [log(e)/log(c)]. The lower and upper box-counting dimension (also called the Minkowski
dimension) of Q' are defined as

i !
710g Ne() and BD() := limsup 710% Ne($2 )

2.12
—loge <10 —loge ( )

BD(Q') := liminf
0

If both limits are equal, then the common value is called the box-counting dimension BD (')
of Q.

Another well-known measure for the size of €’ is given by the Hausdorff dimension. For
0 > 0, the -dimensional Hausdorff measure of ' is defined by

Hs() = leiﬁ)]inf {Z E?
Then the Hausdorff dimension of ' is defined as
HD(Q') :=inf{d > 0| Hs(') = 0}. (2.13)
Since X has bounded vertex degrees we have HD(Q') < oco. It is well known that, for all Q' C Q,
HD(Q') < BD(Y).

{B(-,&i)}: is a cover of ) with ¢; < 6} .
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One of our main goals is to investigate to which kind of ends the BRW converges and to compare
the dimensions of the whole space of ends with the set of ends which are ‘hit’ by the BRW. More
precisely, for any w € Q, if we remove any finite vertex subset F' C X', then there is exactly
one connected component in the reduced graph X'\ F' containing w. We say that the BRW
accumulates at the end w if for every finite vertex subset F' C X there is at least one particle
visiting the connected w-component in X \ F. The set of accumulation points is denoted by A.
If the BRW is recurrent, then 2 = A; thus, we restrict our investigation to the more interesting
case of transience and therefore assume 1 < A < R. Note that A N Q. is almost surely non-
empty; each infinite ancestry line converges to some element in g1 ¢z . .. € Qs with convergence
in the sense that the length of the common prefix of the particle’s location and g1 ¢gs . .. tends to
infinity, see, for example, [9, Proposition 2.5]. We also remark that the Hausdorff dimensions
of A and A N Q. are almost surely constant, which can be shown analogously as explained in
[13, Section 1, Remark (C)].

3. Results

In this section, we summarize our results about branching random walks on free products and
present several explicit examples.

3.1. Main results

The first result describes how the structure of A gets richer when increasing the growth
parameter A and that there are up to r = |Z| possible phase transitions.

THEOREM 3.1. Let A € (1, R]. Then PIANQ; # 0] € {0,1}, and PIANQ; # 0] =1 if and
only if §;(\) > 1. More precisely:

(1) if &(N) <1, then 0 © A C Qo
(2) if&(N) > 1, then 0 € Qoo NA C A with ANQ; # 0 and |AN Q| = oco.

REMARK 3.2. In the case where one of the free factors is an infinite amenable group its
ends do not appear in A. In other words, if R; = 1 is the radius of convergence of G;(e;, ¢;|2),
then &(X) < 1 for all A € (1, R]; see [25, Lemma 17.1a]. Consequently, no ends in §2; contribute
to A, that is, AN Q; = 0 almost surely.

We illustrate the above described behaviour in the following two examples:

EXAMPLE 3.3. Consider I' = Z%4 x Z% and let p; and po be two symmetric probability
measures on Z% and Z%. Due to Kesten’s amenability criterion, we have R; = Ry = 1.
Consequently, A C ., almost surely, for all A < R.

ExaMpPLE 3.4. Consider I' =T'y * 'y, where I'y and I's are non-amenable groups, and let
u; define a symmetric random walk on I'; for 7 € {1,2}. Due to the non-amenability, we have
that Ry, Re > 1 and G;(e;, e;|R;) < co. In the case where
_ Ry G1(617€1\R1)

N Rl Gl(el, 61‘R1) + R2 Gz(ez, 62|R2) ’
we obtain by Woess [25, Lemma 17.1] that & (R),&2(R) > 1. Therefore, there are numbers
A1, A2 € (1, R) with & (M) = &(A2) = 1 which leads to phase transitions at A\; and As.

aq
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Now we state our first main result.

THEOREM 3.5. Suppose that v has a finite second moment. Then the box-counting
dimension of A, A N Q, respectively, exists and equals the Hausdorff dimension of A, A N Q,
respectively. Furthermore:

_logz*

BD(A) = BD(A 119xc) = HD(A) = HD(A N Q) = 1,

where z* is the smallest real positive number with

FOE)
S AV (3.1)
2 TR OV

REMARK 3.6. The proof of Theorem 3.5 directly applies to BRW on free products of finite
graphs and a corresponding result holds verbatim; see, for example [25, Section 9.C], for a
formal definition of general free products and random walks on them.

As a first consequence, we obtain that only infinite words contribute to the dimension of A.
COROLLARY 3.7. Forie€Z, HD(AN ;) < HD(A N Q).

Forie€Z, m € N and z € C, we define S;(m) := [{z € T; | [(z) = m}| and
SfH(z) =Y Si(m)z".
m=1

Analogously to Theorem 3.5, we can prove existence of the box-counting dimension of the
whole boundary €2 and express the dimension as the solution of a functional equation.

THEOREM 3.8. The box-counting dimensions of Q0 and )., exist and satisfy

BD(Q) = BD(Q4) = HD(Q) = HD(Q) = log 25

)

log «
where 2§ is the smallest real positive number with

SHE) .
2irsi " o

Analogously to Corollary 3.7, we obtain that the Hausdorff dimension of 2 arises only from
the ends in Q.

COROLLARY 3.9. For alli € Z, HD(Q;) < HD(Qo).

Beyond these first consequences of Theorems 3.5 and 3.8, the expressions for the Hausdorff
dimensions allow us to study first regularity properties. For any fixed free product I, let us
consider the function

®:[l,00) — R: A\ — HD(A),
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which assigns to every value A the Hausdorff dimension of A of a BRW with growth parameter
A. The limit case A = 1 corresponds to the degenerate case of a non-BRW; in this case, the
Hausdorff dimension is just zero.

THEOREM 3.10. The function ®(\) has the following properties:

(1) ®(N\) is strictly increasing on [1, R], ®(1) = 0 and ®(\) = HD(Q) for all A > R;
(2) ®(\) is continuous in [1,00) \ {R} and continuous from the left at A = R with

®(R) < LHD(Q),
(3) ®©(\) has the following behaviour as A 1 R:
Ci-(R—X) ifG'(R) < oo,
Cy-vVR—X fG'(R) =0

for suitable constant C7 and Cs, respectively.

mm—yMN{

REMARK 3.11. The last theorem states that HD(A) does not exceed HD(£2)/2 unless the
BRW is recurrent. We always assumed the random walk to be of nearest-neighbour type.
However, we feel confident that our techniques work well in the case of finite range random
walks and that the equality HD(A) < HD(€2)/2 does not depend on the choice of the metric.
This type of phenomenon was already conjectured for the contact process on the homogeneous
tree in [17]. We also refer to Section 8 in [18] for a discussion how the value § can be explained
through the ‘backscattering principle’.

REMARK 3.12. In [13], it was shown that HD(A) = HD(Q2)/2 only if A = R and if the
underlying walk is a simple random walk. In our more general setting this is no longer true,
since the maximal Hausdorff dimension can also be attained by a non-simple random walk, see
Example 3.14. More generally, we conjecture that one has maximal dimension for the BRW
(with A being the critical growth value). for every choice of ay € (0, 1). if we consider a general
free product I' ="y * 'y with p; and ps governing positive recurrent random walks on the
single factors I'y and T's.

REMARK 3.13. Recall that we always assume that the random walk on I' is symmetric.
This assumption can be dropped for free products of finite groups/graphs. In this case, we
always have the crucial property F(e,z|R) <1 for all z € "\ {e} (compare with (2.2)). In
fact, if = 1 ...z, € T\ {e}, then

m
F(e,xl ce. Im‘R) = H F.,.(zj)(eT(zj),l’j ‘ f,.(zj)(R)) <1,
Jj=1
as &(R) < 1 due to Woess [25, Lemma 17.1, Theorem 9.22].

Theorem 3.5 allows explicit calculations in all cases where formulas for the involved
generating functions are known. In the following examples, we set the exponent of the metric
on  equal to %, that is, do(-,-) = 27,

EXAMPLE 3.14. Consider the free product I' =T'y « 'y = (Z/3Z) % (Z/27Z), where Z/3Z =
{e1,a,a?}, with supp(p1) = {a, a?}. The required generating functions F(e,x|)\), € T'X, may,
for example, be obtained by solving the finite systems of equations given in [24, Proposition 3c],
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FIGURE 2. Hausdorff dimension HD(A) of a BRW on (Z/3Z) * (Z/2Z) in dependence of X on the
T-axis.

and therefore HD(A) can be computed via Equation (3.1). Solving Equation (3.2) leads to
HD(Q) = % Figure 2 shows (with the help of numerical computation by MATHEMATICA) the
graph of the function A — HD(A) for simple random walk on (Z/3Z) % (Z/27Z). Let us remark
that in this case the critical parameter R can be explicitly calculated by the formula given in
25, (9.29),(3)].

Another interesting phenomenon occurs in this example. If i (a) = p1(a?) = 1 and if we
let @y vary in the interval (0,1) and denote by R(«ay) the radius of convergence of G(e, e|z)
in dependence of oy, then we always obtain ®(R(cq)) = $HD(f2), which can be verified by
explicit calculations with the help of MATHEMATICA.

EXAMPLE 3.15. We consider the free product of two infinite ‘ladders’ Z x (Z/27Z). We
set ay =ag =5 and p1((£1,0)) = p1((0,1)) = p2((£1,0)) = p2((0,1)) = 3. The functions
F1((0,0), (z,a)|z) with (z,a) € Z x Z/2Z can be computed by solving a system of equations
as is shown in [10, Section 7.2]. In order to compute the Hausdorff dimension of A one has to
solve, analogously to [9, Section 6.2]:

A &) £
2A=a(N) 1= &aM/3)(F((0,0), (L0)J& (V) + F1((0,0), (-1, 0)&(\)
+F((0,0), (0, 1) (V)
In order to compute HD(Q2) we observe that Si(1) =3 and Si(m) =4, for m > 2. Hence,

ST (2) = 8 (2) = 32 +42%/(1 — 2). This yields 2z} = v/5 — 2. Numerical evaluations then lead
to a picture qualitatively similar to Figure 2.

N
(

1(
[3!
(©

)

3.2. Free products of finite groups

In this subsection, we give a more explicit formula for the box-counting dimension with respect
to a slightly changed metric on the boundary in the case of free products of finite groups. In this
case, we have 2 = Q.. Throughout the whole subsection we do not need the assumption that
the random walks on the factors are symmetric. For any wi = z129..., w2 = 4192 . .. € Qs with
w1 # wa, we define the confluent wy A wy of wy and ws as the word z7 ...z of maximal length
with x; = y;, forall 1 < i < k. If 1 # y1, then wy A wy := e. The metric on the boundary 2 is
defined by

f A
A (wr, wa) = allerneal,
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for any arbitrary but fixed a € (0,1). With respect to this metric on Q.,, we can define

analogously to (2.12) and (2.13) the upper box-counting dimension BD(Q’), the box-counting
dimension BD*(Q’) and the Hausdorff dimension HD(€Y), for any Q' C Q.. We set
FiF(\) := F;" (A1) and define the matrix M = (m(i, §)); jez by

o FHO) i £,
m(i, ) = {03() iti=j

Since M is irreducible and has non-negative entries, the Perron—Frobenius eigenvalue exists
and is denoted by 6.

Furthermore, define the matrix D = (d(i,7)): jez by d(i,7) == |I';| — 1, if ¢ # j, and d; ; := 0,
and denote by p its Perron—Frobenius eigenvalue. With this notation we obtain:

COROLLARY 3.16.

BD™(A) = HD™(A) =

1 1
180 hd BD™Q) = HD(Q) = 1982
log « log «v

Let us remark that, in the case of I' = I'y % I's with |I'y| = |T'3| < oo, we obtain the following
explicit formulas for the dimensions:

B () < H(a) = BV FTOF )

log o

and

log/(ITh[ —1)(JT2] — 1)

BDﬁn Q) = HDﬁn Q) =
(@) = HD™ (@) s

ExAMPLE 3.17. Consider I' = (Z/3Z) % (Z/2Z), where Z/3Z = {e1,a,a®} and Z/2Z =
{ea,b}. We choose u(a) =p € (0.1,0.7), u(a?) =g € (0,0.9 — p) and p(b) =1 —p—q. We set
o= % and A = 1.005. Let us note that this choice of the parameters p and ¢ lead to R > 1.005,
which can be verified by numerical evaluation. For instance, in [8, Section 3.6.1] the required
generating functions are computed. In Figure 3, we can see the behaviour of HDf" (A) with
A = 1.005 in dependence of the parameters p and ¢. The Hausdorff dimension of the whole
space of ends is 0.5; compare with Example 3.14.

3.3. Free products by amalgamation of finite groups

An important generalization of free products are free products by amalgamation (of finite
groups). Let I'y,...,T',, H, be finite groups such that each group I'; contains a subgroup H;
that is isomorphic to H. Let ¢; : H; — H be an isomorphism for each ¢ € {1,...,7}. Moreover,
let S; be a generating set of I'; and R; its relations. The free product by amalgamation with
respect to the subgroup H is defined by

FH ::Fl*HFQ*H..,*HFT
= (S1,..., 8 | Ry,..., R, 67 ($i(a)) = a Va € H; Vi, j € T).

For i € Z, the quotient I';/H; consists of all left co-sets of the form x;H; = {x;h | h € H;},
where z; € I';. We fix a set of representatives R; := {gi1 = €, i,2,- - -, Jin, ; for the elements
of T';/H;, that is, for each y; € I';, there is a unique g; € R; with y; € g; ,H;. We write
7(x) =14, if x € R; \ {e;}. The amalgam Iy consists of all finite words of the form

T1To...xph (3.3)
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FIGURE 3. Hausdorff dimension HD(A) of the BRW on (Z/3Z) * (Z/2Z) with X\ = 1.005 in
dependence of p and q.

with n € No, z; € U;cz R; \ {e;} and h € H such that 7(z;) # 7(z;41). Here, without loss of
generality, we may identify h with ¢7'(h), and e denotes again the empty word. Let Q be the set
of all ends of I'y, which consists of all infinite words of the form wiws ... € ({U;cz Ri \ {e:})N
such that 7(w;) # 7(wi41), for alli € N. For any wq = 2122..., w2 = 192 ... € Q with wy # wa,
we define again the confluent wy; A wo of wy and wy as the word x; ...x, of maximal length
with x; = y;, for all 1 <7 < k. If 2y # y;, then wy A wy := e. Again we can define a metric on
the boundary :

dng) (w17 (UQ) = anl/\(IJQH7

for any « € (0,1). With respect to this metric on €2, we can define analogously to (2.12) and
(2.13) the upper box-counting dimension BD#)(Q'), the box-counting dimension BD*)(Q)')
and the Hausdorff dimension HD) (Q') for any € C Q.

Suppose we are given symmetric probability measures p; on the groups I'; and numbers
«; > 0 such that Ziez a; = 1. The random walk on I'y is then governed by

() =Yg uipi(¢; H(dr1(x)) if 2 € Hy,
0 otherwise.

For g; € R;, denote by Ty, i the stopping time of the first visit of the set ¢g; H;. We introduce
the following generating functions:

Fu(ghl|z) := ZIP’[TQH =n,X, =gh|Xo=¢]z",
n=>0
where g € ;c7 Ri \ {ei}, h € H; and z € C. By symmetry we have Fiy(gh|z) < F(e, gh|z) < 1;

compare with (2.2). Conditioning on the first step of the random walk, we obtain

Fu(ghlz) = pgh)z+ > ulg0)zFu(gg 'ghl2)
90€T () \gH~(g)

+ Y > wlgo)z D Fulgg tholz)Fu(hg ' ghlz). (3.4)

i€Z\{7(g)} go€l’i ho€H;
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Since there are only finitely many functions Fp(-|z), one can compute Fg(+|z) by solving the
finite system of quadratic equations (3.4). We also define

F) = Y Fulghlz)

gERi\{ei},
heH,;

and the matrix N = (n(i,7)); jez with entries

(H) oy
n(ing) = {70 N HEA
0 if i = 4.
We denote by 0y the Perron—Frobenius eigenvalue of N. Furthermore, we denote by oy the
Perron-Frobenius eigenvalue of the matrix Dy = (du(4,7))i,jez, which is defined by

o T, Hj|—1 ifi+#j,

Finally, we can state the following formulas for the dimensions:

COROLLARY 3.18.

log Oy _log on

BD ) (A) = HD) (A) = oo
«

and BDW)(Q) =HDU)(Q) =

B log «

EXAMPLE 3.19. Consider the amalgam (Z/67Z) xz /o7 (Z/6Z). Hence, let I'y = (a | a® = 1),
Iy =(b| b =ey),and H = {c | ¢* = e), where ey is the identity in H. The isomorphisms are
defined through ¢1(a®) = ¢ = ¢2(b%). Eventually,

(Z/6Z) %727 (Z/6Z) = (a,b | a® = b° = e,a® = b%).

We set 1 (a) = p1(a®) = pa(b) = pa(b®) = 3, a1 = as = 3 and consider the distance with base
o = 3. The system (3.4) becomes then

Fr(alz) = z + EFH(aQ\z) + g(FH(a\z)2 + Fr(a?|2)?),

4 4
Fir(a?|2) = S Fu(alz) + S(Fu(al2) Fu(a?]2) + Frr(a|2) Fir(a]2)).

Observe that Fiy(a|z) = Fy(a®|2) and Fy(a®|2) = Fy(a*|z). The Hausdorff dimension of the
BRW is then given by

_ 1og(2Fy (alX) + 2Fg (a?|)))
B log 2

while HD®)(Q) = 1. The behaviour of HD)(A) in function of X is qualitatively the same as
in Figure 2.

HDU (A)

)

4. Proofs

4.1. Proof of Theorem 3.1

We first introduce some preliminary results on BRW. Using the description of a tree-indexed
random walk it is easy to see that the distribution of the location of some particle in generation
n has the same distribution as the location of a (non-branching) random walk on I' after n
steps, see [2].
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LEMMA 4.1. Letv € T with |v| = n, for some n > 1. Then,

P[S, = y] = P[X, = y] = u™ (y).

The following lemma will be used several times in our proofs. It gives a formula for the
expected number of elements frozen in a set M, in the coloured branching random walk. This
observation can be found for example in [21] or [13, Lemma 1]. Nevertheless, we give a short
proof since it is one of the essential points where the generating function F'(-,-|z) intervenes.

LEMMA 4.2. For any M CT', we have E[Z.(M)] = F(e, M|\).

Proof. For any v € T, let (vg =r,v1,...,v], = v) be the unique geodesic from r to v. Now,
we define, for any n € N,

Fr(™ .=

1 fveMandv, ¢ M Vi<n-—1,
0 otherwise.

In words, Frs,") is the number of particles being frozen in v at time n. Using the well-known
fact that E[|7,|] = A", we obtain

E|1> Friﬂ =2 B D FY|ITil = k] BT = k]
vET, k>1 vETn
=Y PXpeMYm<n—1:X,¢MEP|T,| =k
k>1
=PX,e M,Vm<n—1:X,, ¢ MM\
Summing over n finishes the proof. |

The proof of Theorem 3.1 splits up into the proofs of the following Propositions 4.3-4.5.
Recall from the definition of QEO) and €; that QEO) CcQ; CO.

PROPOSITION 4.3.  Ends onf;O) occur in A with positive probability if and only if ;(A) > 1,
that is, PIA N Q) £ 0] > 0 if and only if &()) > 1.

Proof. 1t is convenient to work with the coloured BRW. In fact, the idea of the proof is to
define an embedded Galton—Watson process that counts the number of particles that hit I';,
where &;(A\) will be the growth parameter.

We start the BRW with one particle in e = e;. The first generation of the branching process
is formed by those particles that are frozen in I';. Let us check that the number of those
particles is almost surely finite. Since p has finite support, every particle visiting I';* has to
pass through supp(u;). Hence, Z(I'})') = Zoo(supp(u;)), which is almost surely finite since the
BRW is transient. The second generation of the branching process is constructed as follows. For
each particle frozen in some x € T'), we start a new BRW where each particle when reaching
I\ {z} is frozen. Now, the second generation of the branching process consists of all these
new frozen particles. Further generations are constructed inductively in the same way. Let ),
be the number of particles of this process at generation n. Obviously, (1), turns out to be
a Galton—Watson process with mean

m; = E[Z(supp(p:))] = F(e,supp(p;)|A) = & (N).
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Hence, this Galton—Watson process survives with positive probability if and only if &(\) > 1;
see, for example, [12, Theorem 6.1]. As a consequence, we have that I'; is visited infinitely
many times with positive probability if &;(\) > 1. That is, P[A N QEO) #0] > 0if &(A) > 1. On
the other hand, & () < 1 implies that I'; is almost surely visited only for a finite number of
times and hence P[A N ng) £0]=0. O

The next step is to show |[A N ;| = oo if (A) > 1.

PROPOSITION 4.4. If &(\) > 1, then there are almost surely infinitely many cosets xI';,
where the branching random walk accumulates. That is, the set

{weT|7(z) # 4,20 N A # 0}

is almost surely infinite.

Proof. We construct the family tree 7 of the BRW with branching distribution v in
the following way. We start with one geodesic line vy = (r,v1,ve,...) and attach to each
of the vertices independent copies of Galton—-Watson trees where the distribution of the
first generation is v(k) = v(k+ 1) for k > 0 and v for the other generations. The trajectory
along v has the same distribution as a non-BRW, compare with Lemma 4.1. Hence, S,,,
converges almost surely to a random infinite word goo = g192 ... € Qs as n — o0; here, we
mean convergence in the sense that the block length of the common prefix of the location of S,
and ¢oo tends to infinity. Moreover, we define the random indices n; := min{m € N | g,,, € I';},
and recursively ny := min{m € N|m > ni_1, g, € I';}. Note that these indices are almost
surely finite; see, for example, [9, Section 7.I]. Denote by o5 the first vertex in vy with
Uk = g1 ...9n,- Let By be the set of offspring of o), = vy different from wvs41 and denote by
A, the set of accumulation points of the descendants of some v € 7. Moreover, we define Ay
as the event that A, N SUQZ(-O) # () for some v € By, with 7(v) = i. Observe that the events Ay
are 1.i.d. since transitivity yields P[A, N SUQgO) #0]=P[AN QEO) # 0], for every v € T. Now,
due to Proposition 4.3 and the fact that

P[By #0,3v € By, : 7(Sy) =i = (1 —v(1)) - Plv € Bg : 7(S,) =i | Bx # 0]
>(1-v())- o >0,

we have P[Ay] > ¢ for all k and some ¢ > 0. Eventually, the Lemma of Borel-Cantelli yields
that an infinite number of events Ay occurs almost surely. ]

In order to complete the proof of Theorem 3.1 it remains to treat the critical and subcritical
cases.

PROPOSITION 4.5. If&;(X\) < 1, then PIANQ; # 0] = 0.

Proof. Due to Proposition 4.3, we have that P[A ﬂxQZ(O) # 0] =0, for all z € I': indeed,
each x € T" is almost surely visited finitely often; each particle, which hits z, starts its own
BRW at x and each of these BRW hits Z‘QEO) only finitely often with probability 1. Since

ANQ; = H—J (AﬁzQEO))
zel:iT(x)#i
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we conclude

PANQ: #0)= > PAnz0” £0]=0. O

zel:r(x)#i

4.2.  Proof of Theorem 3.5 and Corollary 3.7

First, we show that the proposed formula for the dimension is an upper bound for the upper
box-counting dimension; see Proposition 4.9 in Section 4.2.1. In the second step, we show that
the proposed formula is also a lower bound for the Hausdorff dimension of A; see Corollary 4.14
in Subsection 4.2.2. Finally, this will imply the proof of Theorem 3.5 and Corollary 3.7.

4.2.1. Upper bound for the box-counting dimension. In this part, we show that log z*/log a
is an upper bound for BD(A). To this end, we introduce the following notation: for n € N, we
denote by

Hy :={z € T'|l(z) =n,x is visited by the BRW}
the set of visited sites at graph distance n. An important observation is that, for each end

w € A and every m € N, the branching random walk has to visit at least one vertex x,, € H,,,
where x,, is in the w-component of X' \ B,,—1. Thus,

AC U {w € Q| z lies in the w-component of X' \ By,_1}.
cEHm

This implies that A can be covered by |H,,| balls of radius a™. Our strategy for the upper
bound is to study the limit behaviour of E|Hm|1/ ™ first and then the resulting limit behaviour
of [Hm|Y/™ as m — oo; see Lemma 4.8. This will eventually lead to the proposed upper bound
for BD(A); see Proposition 4.9.

Observe that © € H,, if and only if Z.(x) > 1. Therefore, by Lemma 4.2,

L<EHn < Y EZuo(@)= Y. Fle,zA) = Hp.

zel:l(z)=m zel:l(z)=m

We have that H,,+,, < H,,H,, and hence Fekete’s lemma implies that lim,, HTI,L/m exists.
Recall the definitions of F(A|z) =Y, ~ Hm 2™, F;(A|2) and Fi(A|z) in (2.8)~(2.10). Due to
(2.11), we obtain the equation

Fi(Al2) = FF (A2)(F(Al2) = Fi(Al2)),

or equivalently

Fi(Al2)
Fi(Alz) = F(A ‘ .
(A7) = F) T 5
Hence,
Fir(Al2)
FA2) =14+ FM2) =1+ F(A2) Y o=
=~ S 1+ F(Az)
or equivalently
1

F(A|z) = (4.1)

1= Yier(FF(\2) /(L + FF(A2))
This equation holds, for every z € C with |z| < R(F), where R(F) is the radius of convergence
of F(\|z). Since

1< lim H/™ =1/R(F),
we have
R(F)< 1L (4.2)
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In order to determine R(F), we have to find (by Pringsheim’s Theorem) the smallest singularity
point on the positive z-axis of F(A|z). This smallest singularity point is either one of the radii
of convergence R(F;") of the functions JF;" (A|z) or the smallest real positive number 2* with

Fir(Alz") 1
e T (4.3)
Z,EZI 1+ FH(A|z%)

The next two lemmas imply that in fact R(F) = z*.
LEMMA 4.6. We have R(F) € (0,1).

Proof (This short proof was suggested by the referee). The fact that R(F) > 0 follows from
the fact that the Cayley graph grows not faster than exponentially. To see that R(F) < 1 recall
that Equation (2.3) states that the generating functions F'(e, z|z) and G(e, z|z) are comparable,
that is, G(e, z|\) = F(e, z|\)G(e, e|X). Hence, for some C' > 0, we have, for all m € N, that

Z F(e,z|A\) = C Z G(e,z|N).
x:l(z)<m z:l(z)<m
The sum on the right-hand side is the expected number of visits of the BRW in the ball
B,,, the set of vertices z € I with I(z) < m. As we assumed the random walk to be of nearest-
neighbour type all particles up to generation m must be contained in the ball B,,,. The expected
population size at time m is just A which eventually implies that H,, grows exponentially
fast, since lim,,, oo Hrln/ ™ exists and is at least 1. O

LEMMA 4.7. Foralli € I, R(F) = z* < R(F;").

Proof. Let us first consider the case &;(\) < 1, where we obtain
]:+ /\ll Z F euxléz )
z€T)

- G (61761‘51 Z G el7x‘£l B

IGF
1

- Gile,eil&(N) (1 = &(N))
Hence, &;(A) < 1 implies R(F;") > 1 > R(F). In the case of &(A) > 1, the claim follows from
the following inequality:

—1< . (4.4)

1/n 1/n
EE lim sup Z F(e,z|X\) > lim sup Z F(e,z|\) - (4.5)
R(F)  noveo = ’ no | e ’ R(F)

In order to prove (4.5) we define, for n € N,

= log Z F(e,z|N).
xely:
l(z)=n

We have that a,, > 0, since

> Fle,zld) = Y Filer,zl&a(\) = Y Fier,x[1) = P[Ts, () < o] =1,

xzely: xely: xz€ly:
l(z)=n l(z)=n l(z)=n
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where Sy(n):={z €'y | l(x) =n} and Ty is the stopping time for the random walk on I'y
(governed by pu) of the first visit of a set M C I'y. Furthermore, (ay)nen is a subadditive
sequence, that is, ay, + ay = Gy for all m,n € N. By Fekete’s Lemma, the limit lim,, o a, /0
exists and is equal to inf, ey ay,/n, hence

1/n 1/n
1

lim F(e,z|\) = = inf F(e,xz|\)
n—00 L;Fl R(]:1+) neN m;:l:

l(z)=n l(z)=n

The last equation implies that
1/n
1
Z F(e,z|\) > =:q1 VYneNl.

xely:
l(z)=n

Observe that 3, )1 F'(€,z[A) = & (A). Then, for all n € N:

n k
Hy= Y FlezN) =Y > [[FlexN

el k=1z=x1...c€l: j=1
l(z)=n l(z)=n

[n/2] k
> > > fz(A)kHF(eaf’»’jP\)

k=1 T1,..,x €0
(z1)+...U(zg)+k=n

[n/2]
> > > 411 2N a1 (N)gr” - &(N)gr" &(N)
k=1

ni,...,npEN:
ni+-+np+k=n

[n/2]

e n—2k+k—1

>3 e ("),
k=1

In the last inequality the binomial coefficients arise as follows: we think of counting the number
of possibilities of placing n — k (undistinguishable) balls into k urns, where each urn should at
least contain one ball. We note that n — k —2 > [n/2| — 1, for all k < [n/2] — 1. Therefore,
with the help of the Binomial theorem we obtain:

[n/2]-1 k+1
n &(N) n—k—2
>
H, > q} E < o 3

k=0
[n/2]-1 K ln/2]—1
e A n/2| —1 e A
>@e0) Y <§2( )) <L /lj ) > 60 (1+§2( )) _
=0 0 ] T
Taking nth roots on both sides and letting n — oo yields
1/n
- 1 &(N) 1
lim inf F(e,z|A > 1+ > . 4.6
mint | 2 Pl | > o VS B (L0
I(x)=n [l

The next lemma gives an almost sure upper bound for |’Hm|1/ ™ as m — oo. Its proof is a
straightforward application of Markov’s Inequality and the Lemma of Borel-Cantelli.
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LEMMA 4.8.

1
limsup [H,,|"/™ < = almost surely.
m—o0 z*

Eventually, we obtain the desired upper box-counting dimension.

PROPOSITION 4.9.
_ log 2*
BD(A) < 2%
log «v

m

Proof. Denote by N(a™), the number of balls of radius of at most o™ needed to cover
A. Then, for any € > 0, N(a™) < [Hp| < (1/2* + &)™ almost surely for sufficiently large m.
Therefore,

— log N(a™ log(1/z* m log(1/z*
BD(A) = limsupf()gi(a) < limsup — og(1/=" +¢) =- og(1/2 +E).
m—00 log a™ m—so00 log a™ log «
Letting ¢ — 0 proves the claim. ]

4.2.2. Lower bound for Hausdorff dimension. In this section, we will show that log z*/ log «
is also a lower bound for the Hausdorff dimension of A. From this, we may then conclude
existence of the box-counting dimension since HD(A) < BD(A) < BD(A). The main idea of
the proof follows [13]. This idea’ is to construct a sequence of embedded Galton—Watson trees
7, in the BRW such that the limit set A, of the Galton—-Watson trees are subsets of the limit
set A, see Section 6.3 in [13]. As r goes to infinity, we will have that HD(A. ) — HD(X).
This approximation property relies mainly on the facts that particles travel essentially along
geodesics segments and that limit sets of multi-type Galton—Watson trees are well understood.
Both facts hold still true for free products of finite groups and the proof of the lower bound
is analogous to the one for free groups in [13], albeit technically more involved. The case of
infinite factors need some extra care, since in this case particles do not necessarily travel along
geodesics and infinite-type Galton-Watson processes are not so easy to handle. To bypass these
difficulties, we approximate the infinite factors by increasing sequence of finite subgraphs. These
subgraphs X;d) are the subgraphs induced by the balls B;(d) :={y eI |l(y) <d}, d > 1.
Letting d — oo will give the optimal bound log z*/log a.

We add an additional vertex { to Xi(d), the ‘tomb’, such that all edges in A; exiting B;(d)
now lead to the tomb. The random walk (Yn(i’d))neND on Xi(d) behaves like the random walk on
T';, with the exception that a particle leaving B;(d) dies. We now build the free product X (d)
from the Xi(d), whose vertices are given by the set

{xl xpelneNuz; e U Xi(d) \ e, th oz € Xi(d) =2j41 ¢ Xi(d)} U{e, 1},
i€T

where 1 symbolizes the tomb. We identify z € X(? with the corresponding element in T'.

Analogously to Section 2.1, we lift the random walks on the graphs Xi(d) to a random walk

(Xf-bd))neND on X@ and define the associated BRW. We use the same notation (for Green

functions, generating functions, etc.) as for the random walk on T itself but for reason of

distinguishing we add superscripts (d)’, that is, we write, for example, G(9(z,y|z) for the

TIn this section, the parameter 7 is not identified with |Z| but is used as a parameter of the Galton—Watson
trees 7 as in [13].
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corresponding Green function of the random walk on X'(¥). All involved generating functions
on X(@ have radii of convergence of at least R.

For any z,y € I', we define Z7 5 to be the set of vertices w € I' such that there is a geodesic
from z to y which passes through w. For u € T, d(u,T77y) is defined as the minimal distance
with respect to the graph metric of u to any element of = y. In the case of the coloured BRW
on XD et z& (y|z) be the overall number of blue particles arriving and freezing at y € X(4)
under the assumption that the BRW is started with one blue %aartlcle at x. For r € N, we write
A% r(y|z) for the overall number of particles counted in z (y|x) whose trail remain within
distance r to a geodesic from x to y. In other words, in all sites u with d(u,Z:gy) > r every
blue particle is coloured red. In the following, we set zo := 331_17 for any z = 1 ...z, € X(@
The proofs of the following two lemmas are similar to the ones of Lemma 4 and Proposition 7
in [13] and are therefore omitted.

LEMMA 4.10.
1/l(x
[T~ IEZ£O>T(Q:1 cwjlry.wioy) e
lim inf @ =1.
P00 gy .y €X (D) EZ (z]e)

For z € X@ | we define the event E(?)(z) that among the particles counted in A% (z|e) there
is at least one particle whose trail has not entered I';* and enters the set
{ye XD y) =i(x)}
first at 2. Obviously, Zég)(:de) > 1 on the event E@(x) and hence P[E(?)(z)] < IEIZég)(:de).

LEMMA 4.11.
1/k
P E(d)

m Pl e
k—o0 r=x1... 2y eX(D: EZ ( | )
meN,z1 ¢, (z)=k

Analogously to (2.9) and (2.10), we define, for i € 7 and d € N,
L (Nz) = 30 LD (e,n) 1) = 3 L (e, 2|elP (1)),

zel ) z€l )

LN =" > LW(e,x|n) @

nzl z:zl.umneX(d):
T(x1)=1
d d
=0 [1+ Y 290 |- (4.7)
JET\{i}
Writing L@ (A|2) =1+ 3,7 £§d)(/\|z)7 we obtain analogously to Equation (4.1):
1

@) (\[2) = '
) = S ™ o 2 )

fThe reader may find all the details in the arxiv.org version (preprint) of this paper.
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Since every function E(d)+(x\| ) is Convergent and strictly 1ncreablng7 for all z > 0, there is
some unique z; , >0 such that ZzEI ()\\zdﬁ)/(l +£z(-d (Al27.2)) = 1. The radius of

convergence of E(d)()\|z) is then given by 2] ..
We define for k € N

St i={x;...2, € XD |seN,l(x)=ka ¢ 1,2, € 1}

Since we excluded the case |Z| = 2 = |T'y| = T3, we have that S} # () and S} # (). Therefore,
Sy # 0 forall2<<keN.

LEMMA 4.12.
1/k

lim sup Z P[E@D (z)] = —

z
k—oo zeSE d,.

Proof. By Lemma 4.11, we have P[E® (z)] > (1 — )kIEZ ( le) uniformly for all z with
I(x) = k, if k is large enough. Recall also P[E() ()] < EZY (z|e). Thus, it is sufficient to prove

1/k
1
lim sup Z EZ (xz]e) = —.
k=oo \zesy Zd.c
Since
(d) - (d) . L@
> Bz (zle) = > FW(e,z|)) = Z G(d) (e, z|\)
T€S]; z€S) z€S})
and 1 < G (z,2|)\) < G(z,2|\) = G(e,e|\) < 0o, we have
1/k 1/k
lim sup Z LD (e, z|)) = limsup Z EZ@ (z]e) . (4.8)
k—o0 z€S; k—o0 zeSt

To determine the left-hand side of (4.8), we define further generating functions:

idl) 1 ( Z Z LD (e, z|\) 2/

n22 p—g;. .z, eX(D:
T1¢F1X7 'nGI‘f

(Az2) : Z Z LW (e, z|\) /)

n2l ;— . acneX('i):
xl,zQ,...,znéFl

For k € N, the coefficient of 2* in Eidl)’l(A|z) is just ersz L@ (e, z|)\). Due to Equation (4.7),
we have
LY =L 02 [1+ DD 2P0 |,
i€T\{1}

and hence the function C&?(Mz) =142 eny £,§d>()\|z) must have the same radius of
convergence as £(®(\|z), which is % ¢ Moreover, we have the following relations:

LDNz) =1+ L9 (A2 1+ LD*(A2) + LD*(A]2),
LD (Al2) = LD\ J2) - £I9F (A2).
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Since L:(ﬁdl)ﬂl()\|z),£(d)*()\|z) < Ei‘?(Mz the function £? Y11 also has a radius of convergence
of 27 . O

Now we show that zj , tends to z* as d — oo. Since zy ¢ 1s strictly decreasing as d grows
and due to

lim LD (e, z|\) = L(e,z|\) = F(e,z|\) (4.9)

we have 2o, = limg o0 25 o = 2*. Assume now, for a moment, that z* < z.. Then FiF(Mzoo) <

oo: indeed, assume that hmdﬁoo Lg- (ANzso) = ff(k|zoo) = 00, for some j € Z. Then we get
the following contradiction:

1= hmz

d— 00

WV

r (d)+ A (d)+
# lim E % >1, (4.10)
1+[’ ()‘i q ) d%ooiez 1+ L (A zeo)

since Cj(-d)+(/\|zoo)/(l +£§-d (AM|zs0)) is arbitrarily close to 1, if d is large enough. Hence,

FiF(Mzae) < 00. Now 2o, > 2* yields the following contradiction:

LT (A2 @)+
1= lim %‘dﬁ)>limsup2%
doeoid 1+ L7 (Mzg ) dooe 57 1+ L7 (M2eo)

(A
=Ty 7
1—|—]—' (Azoo)
which produces a contradiction. Thus,
lim z) , = z". (4.11)
d—oo
Let 2 < k € N arbitrary, but fixed. Similar to [13] we define an embedded Galton-Watson

process of the BRW on the free product X(¥. For n € Ny, we define generations gen(n) S
and distinguished particles ¢, associated to vertices z € gen(n) inductively as follows:

(1) gen(0) := {e} consists of one particle (. located at e.
(2) ye sr (nt1) Pelongs to gen(n + 1) if and only if there exists a distinguished particle (,

in gen(n) such that some of its offspring particles counted in Z (y|a:) has a trail which
(a) remains in the set
I'(z) := {y € I' | y has the form zw; ...wy with wy ¢ 'y, s > 1} U {z},
(b) hits the set {w € X@ |I(w) = (n+ 1)k} first at y.
(3) The first particle hitting y € S(*n+1)k becomes the distinguished particle ¢,,.

Let ¢, denote the number of particles in generation n. Since we have the same offspring
distribution at every = € S, (¢n)n>0 defines a Galton-Watson process with mean Mg j.

COROLLARY 4.13.

lim sup M, / _—
k—00 24,L

Proof. The claim follows directly with Lemma 4.12 since Mg = PIE@(z)). O

z€S}

Applying Hawkes’ Theorem as in Corollary 7 in [13] together with Equation (4.11) yields
the following corollary.
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COROLLARY 4.14.  We have HD(A N Q) > log z* /log a.

Proof of Theorem 3.5. The following chains of inequalities summarize the previous results
and finish the proof of the theorem:

log z* — log z*
< HD(A) < BD(A) < BD(A) < 7
log o @) () ) loga
87 HD(A N Q) < BD(A N Q) < BD(A N Q) < BO(A) < 282 O
log o log o

Proof of Corollary 3.7. It is well known that the Hausdorff dimension of a countable union
\U; Bi of sets B; C € equals the supremum of the Hausdorff dimensions of the single sets B;.
Thus,

HD(ANQ) = sup HDANzQ”)<  sup BD(ANzQ).
zel:T(x)#i zel:iT(x)#i

For arbitrary, but fixed z € I" with 7(z) # ¢, denote by H'?) the vertices y € z; with I(y) =
[(xz) + m, which are visited by the BRW. Therefore,

EHO < S Flaayh) =Fleal) S Fleylh).
yel:l(y)=m yelil(y)=m
Define
FrLNz) =Fle,z[N) Y Y Fle,yln) 2™
m>1yel;:(y)=m
The radius of convergence of .T-;’ ;(\|2) is obviously R(F;"). Therefore, Lemma 4.7 yields

limsupm_,oo(IE|H£f{")|)l/m < 1/R(F;) < 1/z*. The rest follows analogously to the proofs of
Lemma 4.8 and Proposition 4.9. O

4.3. Proof of Theorem 3.8 and Corollary 3.9

In order to prove Theorem 3.8, we can follow the argumentation of the proof of Theorem 3.5.
For this purpose, we define, for m € N and 7 € Z,

Si(m) :=[{z e I [ l(z) =m}|, S(m):=[{zel|l(z) =m}|
SO(m):=|{z=x1...2, € S(m) | n €N, z; € T;}|.
To cover 2 by balls of radius o we need at least S(m — 1) balls: indeed, for all x,y € T', x # v,
with I(z) = {(y) = m — 1, we can choose v, € '} \ I'v(,) and v, € I'} \ I';(,); then all balls of
the form B(wy, ™) and B(ws, ™), where zv, lies in the wi-component of X' \ B,,—1 and yv,
in the wo-component, do not intersect. Apparently, we need at most S(m) balls of radius o™

to cover €. Obviously, the same holds for covering €2.,. We are now interested in the behaviour
of S(m)Y/™ as m — oc. We define

Si(z) = Z Si(m) 2™, Si(z) :== Z SO (m) 2™,

m>=1 m>=1
S(z) == Z S(m)z" =1+ ZS(i>(z).
m2=0 i€l

Analogously to the computations in Section 4.2.1 (we just replace the functions F;"()|2),
Fi(Az) and F(A|2) by the functions S;7(z), S;(2) and S(z)) we obtain

1
1= 3ier(SM(2)/(1+ 87 (2)))

S(z) = (4.12)
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LEMMA 4.15.

1
lim S(m)Y/™ = — <1,
m— o0 2

where z§ is the smallest positive real number with

3 Si(zs)
1+ S8H(25)

i€l

Proof. Obviously, R(S) < R(F) < 1 since F(e,z|\) <1, for all z € I\ {e}. The equation
R(S) = z§ follows now analogously to the proof of Lemma 4.7. This yields

1 1
limsup S(m)Y/™ = — = —— > 1.

i % RO
Thus, it is sufficient to prove convergence of S(m)'/™ as m — co. By transitivity of I', we
have S(m)S(n) = S(m + n), for all m,n € N. Therefore, log S(m) + log S(n) > log S(m + n),
that is, (log S(m))men forms a subadditive sequence. By Fekete’s Lemma, (1/m)logS(m) =
log S(m)Y/™ converges to some constant s, that is, S(m)!/™ converges to e®, which must equal
1/25. O

REMARK 4.16.  One can show analogously to Lemma 4.7 that 2% < R(S;"), where R(S;")
is the radius of convergence of S;"(z). In particular, 2% is the radius of convergence of S(z).

We can conclude by giving a formula for BD(2) and observing that the box-counting
dimension of € results from the dimension of Q.

PRrROPOSITION 4.17.
_ logzg

BD(2) = BD(Qu0) = 77

Proof. Recall the remarks at the beginning of this section concerning the minimal and
maximal number of balls needed to cover €2,. This yields

1 -1
BD(Q) > BD(Q.) > liminf — 283" =1
Mm—00 log a™
1 — DYy 1 og 2%
= liminf — 2 S(m —1) mn = 8%
m—c0 log v m log v
Analogously,
. I log S log S 1/m 1 *
BD(2s) < BD(Q2) < limsup _log S(m) = limsup — 0g S(m) = 8%
m—s00 log a™ m—soo log a log o
Both inequality chains together yield the formula for the box-counting dimension. [

Finally, we can prove the formula for the Hausdorff dimensions of {2 and .
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Proof of Theorem 3.8. 1t is sufficient to show that HD(Qs,) > log 25 /log a.. Define for d, k €
NandieZ

k) = {z € X O\ {1} 1) = kY, SD(k) = [{z € XD\ {1} | i(z) = K},
s“ (k)= |{z1...2s € XD\ {1} | s € N, I(z) = k, 21 € T;}],
D)y = {a1.. .25 € XD\ {1} | s €N, I(z) = ka1 ¢ T1}],
ﬂ ﬂ(m = a1 2 € XD\ {1} | s €N, U(x) = k, 21,2 ¢ T1}],
ﬂ Do) =1 2 € XD\ {1} | s €N, I(z) = k, a1 ¢ Ty, 2, € T1}.

The associated generating functions are given by

S (2) =380 (k) 24, SW(2) =D 8D (k) 2F,

k>1 k>0

8D =3 5B k) ¢, SD(z) = 5D (k) 2,
k>1 k>1

d d) . d d

SW () =389 (k) 2k, 8D = 308D (k)
k=1 k=1

Once again, we write
1
SW(z) =

1= e (S (2) /(1 + 87 (2)))

and obtain
SIS ()8 1 ()81 (2) < 81 (2) = 80 (2) - SY 1 (2).
Thus, Sﬂl 1(2) and Sidf(z) have the same radius of convergence. Moreover,
SEH ()8 (2) < 89D (2) = 8D (2) = S (z) - 1.

That is, Sidl),l(z) and S (z) have the same radius of convergence, which is given by 2 g+ the
smallest positive solution satisfying

St
1=y -5 (d)(f) .
ez 1+ (2)
Since zps 18 strictly decreasing as d — oo, we have that limg_, o 25 = 25 This can be seen
by contradiction. Indeed, if limg—e0 27 5 = 25, 5 > 25, then S]L(z(’;os) < o0, for all i € Z (this
is proved analogously as explained in Equation (4.10)) and therefore

57" (zis) 5 (s ~
1= lim — 2" > lim : = : > 1,
d_>°°ie211+5§d)+(23,3) d_,oozl+8d)+ Zl+5+ )

a contradiction. Thus,
(S(d) (l))l/k k—o0 d—o0

-1,1 *

"
Zq,8 Zs

We can embed a ‘deterministic’ Galton—Watson tree into the free product analogously to
Section 4.2.2, where each generation has exactly Sidl')yl(k) descendants. By Hawkes’s Theorem,
the Hausdorff dimension of the boundary of the embedded tree is bounded from below by
log 2} 5/ log a, and therefore HD(Qoo) > log 25/ log a. O

Proof of Corollary 3.9. Analogously to the proof of Corollary 3.7 and by Remark 4.16, we
can use the property HD(U; B;) = sup, HD(B;) for all countable unions of sets B; C € in order
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to show that

HD(Q) = sup HD(QY) < BD(Q") < BD(Qu) = HD(Qs0). O
zel:r(x)#i

4.4. Proof of Theorem 3.10

Proof of Theorem 3.10(1). In the following, we write z* = z*(\) in order to distinguish the
solutions of (3.1) for different values of X. Note that z*(A1) > 2*(A2), if Ay < Ag. This implies
the strictly increasing behaviour of @ in the interval (1, R]. Recall that the BRW does almost
surely not survive in the limit case A = 1, yielding ®(1) = 0. Moreover, if A > R, then the BRW
is recurrent and thus HD(A) = HD(Q). O

The proof of Theorem 3.10(2) splits up into the following two lemmas:

LEMMA 4.18. The function ® is continuous in [1,00) \ {R} and continuous from the left
at A =R.

Proof. In order to prove continuity of @, it is sufficient to prove continuity of the mapping
A 2% = z*(\). First, we prove continuity from the left at Ao € (1,00). For this purpose, let
(An)nen be a sequence of strictly increasing real numbers with A, < Ap and lim, oo A, = Ag.
We use a proof by contradiction. Assume zp := lim,, o 2*(Ay) > 2*(Ao) (by simple domination
arguments, 2*()\,) cannot be less than 2*()\g)). We have that 2*()\,) is strictly decreasing and

FiFAnlz"(M0)) + & (1) (20 — 2*(M0)) < Fi (Anl20) < 0.

Here we used the fact that the coefficient of z in F;"()|2) is at least &;(1). We set ¢ := &(1) (2 —
2*(Ao)). Since f(z)/(1+ f(x)) is strictly increasing in [1,00) if f(z) is a strictly increasing
function on [1,00) we obtain the following contradiction:

: f*(An‘Z*(An))
1=1 L
ninioZHf*(Anp*(A )

)\ |ZO
> limsu

. ]-‘*()\ |z (X)) +
> 117rln_>sol<l)PZ 1+ FF(An]2* (Ao))

_ -7'—¢+(>\0|Z (Ao)) +
o Z 1 + ]:+()\0|Z*(/\0)) +c

.7:Jr )\0|Z )\0))
- Z 11+ F (o= (o))

Thus, lim, e 2*(An) = 2*(Ao).

Since HD(A) = HD(Q) for all A > R, it remains to prove continuity from the right for Ay €
(1, R). We make a case distinction whether &(\g) < 1 or not. If &(\g) < 1, then F;" (Ao +
0|1) < oo, for all 6 > 0 with &;(A\g + 0) < 1 according to (4.4). Moreover, z*(X\g) < 1. Therefore,
continuity from the right follows directly from the Implicit Function Theorem, since z* = 2*(\)
is given by the equation

A)
_ZHFMZ *(\)’
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We note that the derivative 0F;" (\|2)/0z evaluated at z = 2*()) is positive and finite, since
2*() is strictly smaller than the radius of convergence of F;'()|2); see Lemma 4.7.

Now we turn to the case &(Ag) = 1. Let (A\,)nen be a sequence of strictly decreasing real
numbers with Ao < A\, < R and lim,, o0 Ay, = Ag. Assume 2 := lim,, o0 2" (A\y,) < 2%(Ao) (by
simple domination arguments, z*(),) cannot be larger than z*(\g)). Observe that z*(\,) is
strictly increasing. By (4.6), there is C' := /1 + &(1)/(2[supp(p1)]) > 1 such that Cz*(\,) <

R(F;"), for all n € N. Choose C € (1, C) such that Czp < z*(\o) and choose N € N large
enough such that C’Z*()\") > zg, for all n > N. Therefore,

FE Ol 0n)
P 2 TR T ()

" ~
< lim 3 TenlC0) g~ FolCx)
n— 00 ~ 1+]::r(>\n|CZO) T 1 +]:1+()\0‘CZO)

a contradiction. Consequently, lim,,_, - 2*(A\,) = 2*(Ao).

It remains to prove continuity from the right at A\g = 1. In this case, (1) < 1. Once again
FiF(Xo +d|1) < oo for all § > 0 with &(\g + ) < 1 according to (4.4). Let (A,)nen be a strictly
decreasing sequence of real numbers with limit 1. We write zg = lim,,—, 2*(\,,) < 1. Then, for
n large enough,

Fi- (Anlz* (W)
1= 1
,,EI;OZHF Mz (M)

+
< lim Y Zi (j‘n\ZO) -y ti (j\zo) _
n—00 e 1 +]:z ()\n‘ZO) et 1 +]:1 (1‘20)

In order to finish the proof, we verify that z*(1) = 1, from which zo = 2*(1) = 1 follows. Indeed,
by Equation (4.4), we obtain

F(11)
— o = ) (L= Giles, el (1) (1 = &(1))).
;_ 1+ FH(11) ;

From [9, Lemma 5.1}, it follows that 1 — G;(e;, e;]1€1(1))(1 — &(1)) is just the probability that
a single random walk on I tends to an infinite word of the form z1zs ... € Qo with z1 € T,
that is, the above sum equals 1. ]

The next result completes the proof of Theorem 3.10(2):
LEMMA 4.19.  For all A € [1, R], HD(A) < $HD().
Proof. Define the function

FONz) =" Fle,z[A)? 2!,

zel’
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whose radius of convergence is denoted by z35. The Cauchy-Schwarz Inequality then gives

1/m
1
— = limsup Z F(e,z|\)
z meree zel:l(z)=m
1/m 1/m
< limsup Z F(e,z|\)? - lim sup Z 12
m=reo zel:l(z)=m mreo zel:l(z)=m

s

To prove the claim of the lemma it suffices (by the formulas given in Theorems 3.5 and 3.8) to
show that z3 > 1. First,

FAN) = ZFex|/\ QZGex\)\
Gle,

zell zel
2

- Gy X | S

zel' \n>0

For given z € T', the coefficient of A" in the inner squared sum can (by symmetry) be
rewritten as

pm)
e e|/\ TP Zp (z,e€). (4.13)
Thus, every path [zg =e,21,..., 2, = €] of length n (consisting of n + 1 vertices) from e to e
is counted n + 1 times, since every z; can play the role of 2 in Equation (4.13). That is,
1 AG' (e, elN) 1
() () S n) 1) - A" = . .
FONR) = groeme 2" @)+ 1) Gle,e\? Gl e

n=0

From this follows 25 > 1, whenever A < R or G'(e, e|R) < 0o, and thus HD(A) < 1HD(Q), for
A < R. By Lemma 4.18, the proposed inequality holds (due to continuity from the left) also in
the case A = R. |

In order to prove Theorem 3.10(3), we start with the following lemma:
LEMMA 4.20. For alli € Z, Gl(e;, e;[&(R)) < o0

Proof. From [25, Proposition 9.18], it follows &;(R) < R;, where R; is the radius of
convergence of G;(e;,e;|z). If & (R) < R;, then the claim of the lemma is obvious. Assume
now that &(R) = R;. Then, by Woess [25, Lemma 17.1.(a)], RG(e,e|R) = R; Gi(e;, ;| R;) /.
Therefore, G;(e;, e;|R;) < oo since G(e, ¢|R) < co by non-amenability of T. If G} (e;, e;|R;) = 00
would hold, we would get a contradiction to & (R) = R; by Woess [25, Equation (9.14),
Theorem 9.22, Lemma 17.1(a)]. O
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Let us remark that F)(e;, z|&;(R)) = F/(z,e;|&(R)) < oo, for all z € T'); this can be easily
verified with the help of the inequality

ugnﬂm‘ (e;) > uglzl)(x) P, =6, Vm <n: YD £e | Yo(i) =z] forallneN,

where (Yy (@ ))neN is a random walk on I'; governed by p,;. We proceed now with expanding the
Green function G(z) := G(e, e|z) in a neighbourhood of z = R. By [25, Propositon 17.4] and
[4, Sections 3 & 4], we have

Gz) = G(R)+¢g1-VR—z+0o(VR—2) if G'(R) = o0,
G(R)— G'(R)- (R —2) + o(R—2) if G'(R) < oo,

We write in the following ¢ := % ,if G’(R) = 00, and ¢ := 1, otherwise. The next aim is to show
that the functions F(e,x|z), € "\ {e}, have the same expansions.

LEMMA 4.21. For all z € T'\ {e}, there are constants f, # 0 such that

F(e,z|z) = F(e,z|R) + fu - (R —2)°+ o((R — 2)°).

Proof. We consider the case ¢ =1 first. By Candellero and Gilch [4, Lemma 3.2], we have
0 < &(R) < oo, that is, we can write

§i(2) = &Gi(R) = §(R) - (R = 2) + o(R — z).
In the following, we write Fj(e;,z|z) = >, 5, fu(x)2", for 2 € T, Therefore,
Fle,x|z) = Fy(e;, x|&(z Z fa(@)(&(R) — E(R) - (R—2) +o(R—2))". (4.14)
n=1

The coeffcient of (R — z) is given by

R)-Y n-falz) &R)" = —E[(R)F](ei, 2| (R)) € (—00,0).

n=1

Recall that, for x = 21 ...2, € '\ {e},
n
F(e,xl...azn\z H 6.,. 13)737]‘57' (z5) (Z))
Now, plugging the expansion (4.14) into the above formula gives us the coefficient of (R — 2):

[z = Z _5;(1']')(R)F'fl'(:l;j)(eT(Zj)7',L.j |fr(zj)(R))
H T(xK) 6.,— (k) s Tk | gT(Tk)(R)) € (_0070)
k;a
This yields the claim in the case ¢ = 1.
We now turn to the case ¢ = £. By Woess [25, Equation (9.20)], we have

a;zG(2) = §i(2) Gi(&i(2))- (4.15)
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Write &;(2) = &(R) + Xi(z) with X;(R) = 0. Our aim is to show that X;(z) is of order v R — z,
from which we can derive the proposed expansion of F(e,z|z). We rewrite (4.15) as

ai(R—(R—Z)) ( ( )+ VR —Z+0(V =2))
(52 Zﬂl Fl 61 ()) .

n=0

The constant term on the left-hand side of the equation is a; R G(R), which equals the constant
term on the right-hand side &; (R)G;(&;(R)) by (4.15). The coefficient of /R — z on the left-hand
side is a;Rg1 # 0. The coefficient of X;(z) on the right-hand side is given by

Ei(R)Gi(ei, eil&i(R)) + Gilei, eil&i(R)) € (0, 00).
Thus, X;(z) ~ VR — z as z T R, and therefore
Fi( ezzl"fz an +§1 \% _Z+0( )) B

n>1

for some él < 0. The rest follows analogously to the case ¢ =1 by replacing (R — z) with

VR —z. O
Consider now the following difference for ¢ € Z:

Fi(RIz"(R) = Fi(Al="(N) = Y 2" (R)™ D Fle.a|R) = Y ("(R) = (7(R) — =" (W)™

m>=1 xEFl: m>=1
(z)=m
x> [Fle,a|R) + fo(R = A)° + o((R = \)°)]
zel';:
\z\:m
=Y 2R D (—f(R=N°—o((R= X))
m2=1 xzel';:

l(z)=m

+(z"(R) - Z*(/\))%ff(A\Z*(R)) +o(z7(R) = 2°(A)).

Moreover,

- FRER) g B0

=L T AR (R T RO

—ZZ O P — (TR (R (4.16)
Write

(=F )™ = (= F(RI="(R)" = (Fi(Rle*(R)) = Fi(Alz"(N)) - gn (), (4.17)
where g, (R) # 0, for every n € N. Plugging the decomposition of F;(R|z*(R)) — Fi(A|z*()))
into (4.16) and comparing all error terms yields in view of (4.17) the following behaviour:
Ci-(R—=XN) if G'(R) < oo,

Cy-VR=X if G'(R) =0

for suitable constants C; and Cs, respectively. The statement (3) of Theorem 3.10 follows now
from

2*(R) — 2" (N) ~ {

log z*(\) — log 2*(R) = log (1 — ﬁ(z*(R) - z*(/\)))

and by the Taylor expansion of log(1l — z) at = 0.
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4.5. Proof of Corollary 3.16

In a first step, we show the following lemma:

LEMMA 4.22.
_ log 0

1
and BDn(Q) = —-28°

BD?(A) < _ ,
(A) log «v log «

Proof. First, we define the matrices My = (mo (i, j))i jez and Do = (do(7,7))i,jez by

Fr(\) ifi=j Dil =1 ifi=j
‘> 7)== ' ; d d ‘7 j) = ,
mo(i,7) { 0 otherwise, an 0(,7) 0 otherwise.

For m € N, denote by " the random number of visited words of the form wy ...w,, € T.
Then
EHI < Y EZo(x) < Y. Fle,z[A) =1"MoM™ "1

zeHin z€l:||z||=m
and

S(m) = |{z € T||lz|| = m}| = 17 DeD™ 1.

Let u € R" be an eigenvector with respect to the eigenvalue 6 such that v > 1. Then:

T T

Fi(A) Fi(A)
EHi < | M lu< | T
Fr(N) Fr(A)
Thus, limsup,, . (EH)/™ < ¢, Similarly, one can show that lim,, . S(m)"/™ = ¢ by
taking eigenvectors v; > 1 and wvs < 1. Analogously to the proofs of Lemma 4.8 and
Propositions 4.9 and 4.17, we obtain the claim. ]

Proof of Corollary 3.16. First, we remark that we dropped the assumption on symmetry
of the laws p; in the case of free products of finite groups. This assumption is needed in the
general case to ensure F(e, z|\) < 1. This inequality holds also in the present setting: by Woess
[25, Equation (9.20)],

a;zGe,e|z) = Giles, €;|€:(2))&i(2).
Since G(e, e|R) < oo and Gj(e;, €;|1) = 0o, we must have &;(R) < 1, and consequently,

k k

F(evxl .. xk|/\) = H FT(Z])(ET((L‘]')7mj‘gT(Zj)()\)) < H Ff(zj)(e‘r(zj)yxju) =1
Jj=1 j=1

In order to show that —log 6/ log a is a lower bound for HD(A), we can follow the reasoning
in [13, Section 6] or also as in Section 4.2.2. Analogously to the proof of Theorem 3.8, we
obtain that HD"(Q) = BD*(Q). O
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4.6. Proof of Corollary 3.18

First, we prove the following lemma:

LEMMA 4.23.

_logln g o (q) = _losen

BDU)(A) < .
(4) log «v

log «

Proof. First, we define the matrices Ny = (no(4, j))ijez and Do g = (do,u(i,7))ijez by

(H) e . e
- FooN) ifi=, . L :H;] -1 ifi=jy,
no(i,j) =19 " and do.g(4,7) :=
(i, ) { 0, otherwise, 0.1(%,J) 0 otherwise.

For m € N, we denote by H'X the set of words of the form g; ... g,k € T' in the sense of (3.3).
Since every path from e to g;...gnh €I has to pass through points g;...g;h; € I', where
hj € H with h,, = h, we have

m

Z Fr(g1...gmhlz) = Z Z HFH(gihi|z) =1TNyN™ .

g1...gmh€er g1---gmh€l hi,...,hspm_1€H 1=1

Choose now an eigenvector v = (v1,...,v,)T > 1 with respect to the eigenvalue 5 of N. Then

EHD| <1TNoN™ 11 < 1T NgN™ 1y = gt (Z vi]:i(H)()\)> ,
ieT
and therefore, limsup,,_, . E\H%I)P/m < 0y. Furthermore, we remark that Sy(m)=
{1 am |2 € Ujer Rj \ {ej} i € Ry = 2441 ¢ R} can be written as
S‘H(m) = ]lTDOTHDZ;’il]l‘
Taking eigenvectors v1 > 1 and vy < 1 with respect to oy leads to lim,, \S'H(m)\l/m = om.
The same reasoning as used in the proofs of Lemma 4.8 and Propositions 4.9 and 4.17 yields
the proposed claim. [

Proof of Corollary 3.18. Tt is sufficient to show that —log 8y /loga is also a lower bound
for HD)(A). First, we remark that, for m € N,

> EZ(g1-- - gmh) > F(e, g1-..gmh|))

g1...gmh€lg1 R g1..-gmh€lg1 R
Z Z FH(gl...gmho‘)\) F‘(ﬁ7 halh|/\)
g1...gmh€l:g1¢Ry ho€H

Since |H| < oo, there are constants d, D > 0 such that d < F(e, h|]\) < D, for all h € H. We
write 1o := (0,1,...,1)T € R" and obtain:

1/m
Z IEZoo(gl-.-gmh) < (D 15N0N7’L7111)1/m m—00 04
g1.-.gmh€el:g1 ¢ R
and
1/m
EZu(g1 .- gmh) > (d- 15 NoN™ 1 1)H/™ 2225 6.
0

g1--.gmh€el:g1 ¢ R
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This can easily be verified by substituting 1 by an eigenvector v; > 1 of 0y, by an eigenvector
vg < 1 of Oy, respectively. With the help of this convergence behaviour and the last lemma,
we can prove once again analogously to the reasoning in [13, Section 6] or Section 4.2.2 that
the upper bounds in Lemma 4.23 equal the Hausdorff and the Box-Counting dimensions.
Analogously to the proof of Theorem 3.8, we obtain that HD)(Q) = BDU) (). O
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PUBLICATION D. ASYMPTOTIC ENTROPY OF RAND. WALKS ON REG. LANG.

ASYMPTOTIC ENTROPY OF RANDOM WALKS ON REGULAR
LANGUAGES OVER A FINITE ALPHABET

LORENZ A. GILCH

ABsTRACT. We prove existence of asymptotic entropy of random walks on regular lan-
guages over a finite alphabet and we give formulas for it. Furthermore, we show that
the entropy varies real-analytically in terms of probability measures of constant support,
which describe the random walk. This setting applies, in particular, to random walks on
virtually free groups.

1. INTRODUCTION

Let A be a finite alphabet and let A* be the set of all finite words over the alphabet A,
where o denotes the empty word. Consider a transient Markov chain (X}, )nen, on A* with
X = o such that at each instant of time the last K € N letters of the current word may be
replaced by a word of length of at most 2K and the transition probabilities depend only on
the last K letters of the current word and on the replacing word. For better visualization
and ease of presentation, we also consider the random walk on A* as a random walk on
an undirected graph G. Denote by 7, the distribution of X,,. We are interested whether
the sequence ZE[—logT,(X,)] converges, and if so to describe the limit. If it exists, it is
called the asymptotic entropy, which was introduced by Avez [1]. The aim of this paper
is to prove existence of the asymptotic entropy, to describe it as the rate of escape w.r.t.
the Greenian distance and to prove its real-analytic behaviour when varying the transition
probabilities of constant support.

We outline some background on this topic. Random Walks on regular languages have
been studied by e.g. Lalley [16] and Malyshev [19] amongst others. Concerning asymptotic
entropy it is well-known by Kingman’s subadditive ergodic theorem (see Kingman [15])
that the entropy exists for random walks on groups if E[—logm(X1)] < oo. In contrast
to this fact existence of the entropy on more general structures is not known a priori. In
our setting we are not able to apply the subadditive ergodic theorem since we neither have
subadditivity nor a global composition law of words if the random walk is performed on a
proper subset of A* (that is, not every word w € A* can be reached from o with positive
probability). This forces us to use other techniques like generating functions techniques.
These generating functions are power series with probabilities as coefficients, which describe
the characteristic behaviour of the underlying random walks. The technique of our proof
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of existence of the entropy was motivated by Benjamini and Peres [2]|, where it is shown
that for random walks on groups the entropy equals the rate of escape w.r.t. the Greenian
distance; compare also with Blachére, Haissinsky and Mathieu [3]. In particular, we will
also show that the asymptotic entropy h is the rate of escape w.r.t. a distance function in
terms of Green functions, which in turn yields that A is also the rate of escape w.r.t. the
Greenian distance. Moreover, we prove convergence in probability and convergence in Lq of
the sequence —% log 7, (X;) to h, and we show also that h can be computed along almost
every sample path as the limes inferior of the aforementioned sequence. The question of
almost sure convergence of —%log mn(Xp) to some constant h, however, remains open.
Similar results concerning existence and formulas for the entropy are proved in Gilch and
Miiller [9] for random walks on directed covers of graphs and in Gilch [8] for random walks
on free products of graphs. Furthermore, we give formulas for the entropy which allow
numerical computations and also exact calculations in some special cases. The main idea
in our proofs is to fix a priori a sequence of nested cones in the associated graph G and to
track the random walk’s way to infinity through these cones. Similar ideas have been used
independently by Woess [23] for context-free pairs of groups. The techniques in our proofs
are restricted to the case of bounded range random walks: in the case of unbounded range
the situation gets much more complicated since Martin and Gromov boundaries may differ
even under assumption of some exponential moments to be finite; compare with Gouézel
[10].

Kaimanovich and Erschler asked whether drift and entropy of random walks vary con-
tinuously (or even analytically) when varying the probabilities of the random walk with
keeping the support of single step transitions constantly. In view of this question we also
show in this article that h is real-analytic in terms of the parameters describing the random
walk on A*. This fact applies, in particular, to the case of bounded range random walks
on virtually free groups, which goes beyond the scope of previous results related to the
question of analyticity. Ledrappier [17] showed that the entropy varies real-analytically for
finitely supported random walks on free groups; with the help of “barriers” (that is, nested
sequences of subsets which have to be passed successively) and the study of Martin kernels
he identifies the entropy as the boundary entropy. The present article uses also some kind
of barriers (called “cones”) to track the random walk’s path to infinity, but the approach is
different: here, we identify the entropy as the Shannon entropy of a hidden Markov chain
(see Theorem 2.5), which arises from splitting up the random walk into pieces between
the entries of these nested cones. For some special cases (e.g., free groups) we even give
a formula (see Theorem 7.4) for the entropy of the hidden Markov chain, which allows
numerical calculations. A similar idea for proving existence of the entropy has also been
used in Gilch [8] for random walks on free products of graphs by cutting the random walk
into pieces; Theorem 7.4 applies also to free products of finite graphs, but not necessarily
for free products of infinite graphs. The important difference between [8] and the present
article is that analyticity of the entropy in [8] follows directly from the formulas for the
entropy, while we have to make much more effort to show this property in the present con-
text of regular languages. Finally, let us remark that random walks on regular languages
do not only extend results from free groups or free products to the next general case like
virtually free groups but also to a wider class like context-free graphs (see Subsection 2.2).
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At this point let us summarize further papers concerning continuity and analyticity of the
drift and entropy that have been published recently: Ledrappier [18] showed that the drift
and entropy of finitely supported random walks on hyperbolic groups are Lipschitz, while
Mathieu [20] showed that the entropy of symmetric, finitely supported random walks in
hyperbolic groups are differentiable; Haissinsky, Mathieu and Miiller [11] proved analyticity
of the drift for random walks on surface groups. The recent survey article of Gilch and
Ledrappier [6] collects several results about analyticity of drift and entropy of random
walks on groups.

The basic reasoning of our proofs follows a similar argumentation as in [9] and [8], but
since a straight-forward adaption is not possible we have to do more effort in the present
setting: we will show that the entropy equals the rate of escape w.r.t. some special length
function, and we deduce the proposed properties analogously. For the proof of analyticity
of the entropy we will extract a hidden Markov chain from our random walk and we will
apply a result of Han and Marcus [12]. The plan of the paper is as follows: in Sections 2
and 3 we define the random walk on A* and the associated generating functions. Section
4 explains the construction of cones in the present context. In Sections 5 and 6 we prove
existence of the asymptotic entropy and give a formula for it, while in Section 7 we give
estimates and a more explicit formula in some special case. Section 8 shows real-analyticity
of the entropy.

2. RANDOM WALKS ON REGULAR LANGUAGES

2.1. Definitions and Main Results. Let A be a finite alphabet and denote by A* the
set of all finite words over A. We write o for the empty word and A", n € N, for the set of
all words over A consisting of exactly n letters. For two words wy,ws € A*, wiws denotes
the concatenated word. A random walk on a regular language is a Markov chain (X),)nen,
on the set A* = (J,~; A" U {o}, whose transition probabilities obey the following rules:

(i) Only the last two letters of the current word may be modified.
(ii) Only one letter may be adjoined or deleted at one instant of time.
(iii) Adjunction and deletion may only be done at the end of the current word.
(iv) Probabilities of modification, adjunction or deletion depend only on the last two
letters of the current word and on the substitute letters.

Compare with Lalley [16] and Gilch [7]. In other words, at each step the last two letters
of the current word may be replaced by a non-empty word of length of at most 3 and the
transition probabilities depend only on the last two letters of the current word and the
replacing word of length of at most 3. More formally, the transition probabilities of the
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Markov chain (X, )nen, can be written as follows, where w € A*, a1, ag, b1, by, b3 € A:

]P)[Xn_;,_l = wblbg | Xn = waias
P[Xn+1 = wb1b2b3 | X = wai1a

= plaiaz,bibs),
= p(ajag,bibabs),

]
] (
P X1 = why | X, = wayaz] = plajaz, by),
PXni1=b1| Xn =a1] = plas, b), (2.1)
P X,t1 =biby | X\, =a1] = plag,bibe),
PXpt1=0| X, =a1] = pla1,o0),
PXni1 =01 Xn=0] = p(o,b1),
PXn41=0|Xn=0] = p(o,0).
Not all of these probabilities need to be strictly positive. Initially, we set X := o. If we start
the random walk at w € A* instead of o, we write Py, [-] := P[- | Xo = w]. For wy,wy € A*,

the n-step transition probabilities are denoted by p{™ (wy,ws) 1= Py, [X,, = ws]. The set
of accessible words from o is given by

L={weA |IneN:PX,=w|Xg=o0]>0}.

We will also think of the random walk (X, )nen, as a nearest neighbour random walk on
an undirected graph G, where the vertices are the elements of £ and undirected edges are
between two vertices if and only if one can walk from one word to the other one in a single
step. For this purpose, we need the following assumption:

Assumption 2.1 (Weak symmetry). For all u,v € A* we assume that P,[X1 = v] > 0
implies P,[ X1 = u] > 0. We call this property weak symmetry.

In particular, Assumption 2.1 yields irreducibility of the random walk on L. Moreover,
this assumption will be necessary for the construction of a sequence of cones in the graph
G which track the random walk’s way to infinity. As the interested reader will see, weak
symmetry can obviously be weakened in some way but for reason of better readability we

keep this natural assumption; for a discussion on this assumption, we refer to Appendix
A2

Since the purpose of the paper is the investigation of the asymptotic behaviour of transient
random walks, we obviously need that £ is infinite in our setting. It is an easy exercise
to check that the set £ is a reqular language over the alphabet A, that is, the words are
accepted by a finite-state automaton. For more details on regular languages, we refer e.g. to
Hopcraft and Ullman [13]. Since we make no further use of the theory of languages, we will
not discuss this in more detail but we remark the recursive structure of regular languages.
Let us note that bounded range random walks on wvirtually free groups constitute a special
case of our setting, and our results directly apply; see e.g. Lalley [16]. Thus, our results
apply directly to a large class of random walks on groups and go beyond recent results for
random walks on groups.

Remark 2.2. Observe that the assumption that transition probabilities depend only on
the last two letters of the current word and that changes of the current word involve only
the last two letters may be weakened to dependence and changes of the last K € N letters
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of the current word and replacements of the last K letters by words of length of at most
2K. This is done by blocking words of length of at most K to new single letters; see [16,
Section 3.3] for further details and comments. If we make further assumptions on our
random walk in the following, we will show that it does not depend on the fact if we use
the “blocked letter language” (that is, dependence on the last two letters as given by (2.1)
after an application of the “recoding trick”) or the general case (dependence on the last K
letters as given by (B.1)), that is, no required properties are lost when switching from the
K-dependent case to the “blocked letter language”: for further comments, see Appendix B. It
will turn out that the K-dependent case works completely analogously as the “blocked letter
language” case; however, the derived equations and formulas are much more complez, so
we restrict ourselves onto the case where the random walk is defined as at the beginning of
this section via (2.1). In particular, there is no additional gain in the techniques and proofs
when investigating the K-dependent case. Finally, let us note that it is not sufficient to
consider the case where the transition probabilities/changes of words involve only the last
letter in order to be able to apply this recoding trick!

We introduce some notation. The natural word length of any w € A* is denoted by |w]|. If
w e A* and k € N with |w| > k then w[k] denotes the k-th letter of w, and [w] denotes
the last two letters of w when w # o is not a single letter.

Malyshev [19] proved that the rate of escape w.r.t. the natural word length exists for
irreducible random walks on regular languages, that is, there is a non-negative constant ¢
such that

e

im

n—oo N
Here, ¢ is called the rate of escape. Furthermore, by [19] follows that ¢ is strictly positive
if and only if (X, )nen, is transient. In [7] there are explicit formulas for the rate of escape
w.r.t. more general length functions.

=/{ almost surely.

Another characteristic number of random walks is the asymptotic entropy. Denote by
the distribution of X,,. If there is a non-negative constant h such that the limit
h = lim —lIE[logTrn(Xn)]
n—oo N

exists, then h is called the asymptotic entropy. Since we only have a partial composition
law for concatenation of two words (if £ C A*) and since we have no subadditivity and
transitivity of the random walk, we are not able to apply — as in the case of random
walks on groups — Kingman’s subadditive ergodic theorem in order to show existence of
h. It is, however, easy to see that the entropy equals zero if the random walk is recurrent
(see Corollary 7.2). Therefore, from now on we will only consider transient random walks

(Xn)’nGNo .

Remark 2.3. Observe that lim,, —%log Tn(Xp) is not necessarily deterministic: take
two homogeneous trees of different degrees dy,do > 3; identify their root with one single
root which becomes o and consider the simple random walk on this new inhomogeneous tree
with starting point o. Obviously, this random walk can be modelled as a random walk on
a regular language. Then the limit lim,_, —%log mn(Xp) depends on the fact in which
of the two subtrees the random walks goes to infinity. Hence, the sequence —% log 7, (X7)
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converges with probability dy/(dy + dg2) to log(di — 1) and with probability do/(d1 + dg) to
log(dg — 1); this can, e.g., be calculated by the formulas given in |8].

We have to make another assumption on the transition probabilities:

Assumption 2.4 (Suffix-irreducibility). We assume that the random walk on L is suffiz-
irreducible, that is, for all w = woagby € L with wy € A*, agbg € A? and for all ab € A>
there is n € N and w; € A* such that

P[Xn — wowiab, Yk < n : | Xe| > |w] ] Xo = w] > 0.

This assumption excludes degenerate cases and will guarantee existence of £; compare with
[7, End of Section 2.1]. We remark that famous previous papers about random walks on
regular languages (in particular, the basic ones of [19] and [16]) require stronger assump-
tions than this non-degeneracy assumption. Later on it will be clear that one can relax
this condition in some way without needing additional techniques or ideas for the proofs.
Hence, for purpose of ease and better readability, we keep this assumption until further
notice. We will give further comments on this assumption in Appendix A.1.

The main idea behind our proofs will be the construction of an a priori fixed sequence of
cones (that is, special subsets of £), from which we extract a subsequence of nested cones
which gives the information how the random walk tends to infinity. This extraction will
be done via a hidden Markov chain (Yj)gen with an underlying positive recurrent Markov
chain: the asymptotic entropy H(Y) of the process (Y )ren is given by (5.6). The average
distance between two nested cones will be denoted by A which is given by (5.8): if X,
denotes the word (i.e., the vertex in G) where the k-th nested subcone is finally entered
with no further exits of this cone, then A = E[| Xe,| — | Xe, |]. Our first main result concerns
existence of the asymptotic entropy, which is finally proven in Section 6:

Theorem 2.5. Consider a transient random walk (X, )nen, on a reqular language, which
satisfies Assumptions 2.1 and 2.4. Then the asymptotic entropy h of (Xp)nen, exists and

equals

(- H(Y)
h=—5—

where H(Y) is given by (5.6) and X by (5.8).

Recall that the random walk is described by the values in (2.1). A natural question is
whether the entropy varies regularly if the parameters in (2.1) are varied slightly and if
positive transition probabilities remain positive by this variation. The following result gives
an answer to this question, where the proof is given in Section 8:

Theorem 2.6. For transient random walks on reqular languages satisfying Assumptions
2.1 and 2.4, the entropy h varies real-analytically under all probability measures of constant
support.

Moreover, we can also describe the asymptotic entropy in the following way:
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Corollary 2.7. We have the following types of convergence:

(1) For almost every trajectory of the random walk (X, )neny,

1
h = liminf —— log 7, (X,,).
n

n—oo
(2) Convergence in probability:
1
——log mp(X}) L
n
(3) Convergence in Ly:

1
—~log m(X,) Ly,

The Greenian distance between two words wy, w9 € L is defined as
dGreen (W1, we) := —logP[3n € Ny : X, = wq | Xg = w1].

Analogously to the situation for random walks on groups, we get the following result, which
is finally proven at the end of Section 6:

Corollary 2.8. The entropy is the rate of escape with respect to the Greenian distance,
that 1s,
1
h = lim ——dgreen(0, X))  almost surely.

n—oo n
Further results are given in Section 7, where we show that h > 0 (Corollary 7.1) for non-
degenerate transient random walks, give an inequality between entropy, drift and growth
(Theorem 7.3) and give an exact formula in some special case (Theorem 7.4).

2.2. Examples. We give three classical examples for regular languages.

2.2.1. Stacks. In computer science theory stacks play an important role for modelling al-
gorithms. In this setting letters represent different procedures and words are lists of proce-
dures, which are called randomly. The last letter of the current word is the actual running
procedure which may produce more subprocedures or will finish some open procedures,
which in turn yields that the stack is getting larger or smaller randomly. Thus, this setting
can be encoded by regular languages. Compare also with Lalley [16].

2.2.2. Virtually Free Groups. An important class of examples is given by wvirtually free
groups, that is, groups which contain a free group as a subgroup of finite index. Let I" be
a virtually free group which contains the free group F; with d generators as a subgroup
of index [I" : Fy] = k. Let Fy be generated by the elements al,afl, e ,ad,agl, and let
hi,...,h; be representants of the k different left co-sets of I'. That is, each element x € T’
can be written as
r1x9 ... .’Emhj,

where m € N, j € {1,...,k} and 21,..., 2, € {a1,a]", ... ,ad,agl} such that x;l #+ Ti
for all i € {1,...,m — 1}. Now it is clear that each group invariant, finitely supported
random walk on I' can be considered as a random walk on a regular language with alphabet
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A = {aq, afl, e, g, a;l, hi,...,hi} since multiplication from the right changes only a
bounded number of letters at the end of the current word. Compare also with the detailed
example of free products with amalgamation in [7, Section 3.1]

2.2.3. Context-Free Graphs. Another important class is given by context-free graphs, and
in particular by certain Schreier graphs, which can also be considered as random walks on
regular languages. This class justifies the study of random walks on regular languages in
its own right and not only as an extension of free groups or free products. We sketch the
concept of context-free graphs: consider a labelled, symmetric graph G with root r. Consider
the connected components of G after removing all vertices (and adjoint edges) which are
at distance less or equal than some n € N to r. If there are only finitely many different
isomorphism types as labelled graphs of these connected components then the graph is
called context-free; see Muller and Schupp [22]. We give a short explanation why these
graphs fit into the setting of regular languages: later the mindful reader will notice that our
random walks are performed on some graph with finitely many different cone types (that
is, finitely many different isomorphism classes of connected components after removal of all
vertices at distance less or equal than n to r). Since there are only finitely many different
cone types one can deduce a finite-state automaton from the context-free graph, which
accepts just the words which describe the different vertices of G. As a specific example,
consider a virtually free group, a finitely generated free subgroup and an associated Schreier
graph: by Woess [23, Theorem 2.10], the Schreier graph satisfies all needed irreducibility
requirements. For further details, we refer to Muller and Schupp [21], [22] and Ceccherini-
Silberstein and Woess [4] and [23].

3. GENERATING FUNCTIONS

For wy,wqs € A*, z € C, the Green function is defined as
G(wy,wsz) = Zp(")(wl,wg) 2"
n>0
and the last visit generating function as
L(wy, wal2) == > P[X, = wa,¥m € {1,... 0} : Xpn # w1|Xo = wi] - 2"
n>0

By conditioning on the last visit to wy, an important relation between these functions is
given by

G(wy,wa|z) = G(wy, wr]z) - L(wy, wsa|z). (3.1)

In the following we introduce further generating functions, which also have been used
analogously in [7]. Define for a,b,c,d,e € A and real z > 0

H(ab,c|z) := Z]P’[Xn =c,Vm <n:|Xp| > 1|Xo=ab] - 2"

n>1
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and
L(ab,cde|z) = ZP[X" =cde,|Xp—1| =2,Ym e {1,...,n}:|X = ab] - 2",
n>1
G(ab,cd|z) = ZP[Xn =cd,Ym € {1,...,n}: | Xp| > 2|Xo = ab] - 2"
n>0
We write L(ab,cde) := L(ab,cde|l). These generating functions can be computed in two

steps: first, one solves the following system of equations which arises by case distinction
on the first step:

H(ab,clz) = plab,c)-z+ Z (ab,de) - z - H(de, c|z)
dec A?
+ Y plab,def)-z- > H(ef,glz) - H(dg,cl|2); (3:2)
defe A3 geA

compare with [16] and [7]. The system (3.2) consists of equations of quadratic order, and
therefore the functions H(-,-|z) are algebraic, if the transition probabilities are algebraic.
We now get the functions G(ab, cd|z) by solving the following linear system of equations
which also arises by case distinction on the first step:

G(ab,cd|z) = daplcd) + Z plab,cidy) - z - G(erdy, cd|z) +

c1di €A
+ Z p(ab, crdyey) - Z H(dyey, f|2) - Glei f, cd|2).
cidie1 €A3 feA
Finally, we get
L(ab, cde|z) = Z G(ab,a1by|z) - z - plaiby, cde). (3.3)
ajb;€A?

Obviously, it is sufficient to consider only those functions H (ab, -|2), G(ab,-|z) and L(ab,-|2)
such that there exists some wy € A* with wgab € L; the remaining functions do not play
a role for our random walk. Moreover, one can compute the Green functions of the form
G(o,w|z), w € L with |w| < 3, by solving

G(wi,walz) = 6w, (w2)+ Y plwi,ws) -z Gws,wyl2) +

wizEA*:|wsz|<3
Hlg(wy) - Y p(wi2wi[3],ede) -z Y H(de, f|2) - G(wi[L]ef, wsl2),

cdee A3 feA
where wi,ws € A* with |w], |we| < 3 and 13(wq) := 1, if |wi] = 3, and L3(wy) := 0
otherwise.
We also define for ab € A?:

¢(ab) :=P[Vn > 0:|X,| > 2| Xo = ab] =1 Hf(ab, f[1).
feA

When starting at a word wab € L, where w € A*, £(ab) is the probability that the process
(Xn)nen, will not visit any words of length |wab| — 1 or smaller. In this case the prefix w
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will remain constant for the rest of the process. Observe that, for transient random walks,
&(ab) > 0 for all ab € A? due to Assumption 2.4. We define a “length function” on £ by

l(w) := —log L(o,w|l) for w € L. (3.4)

For n > 2 and ay,...,a, € A, the functions L(o,a; ...a,|z) can be rewritten as

n—2
Z L(0,b|z) - z - p(b, boco) Z H L(bi—1¢i—1,a:bici|2) - G(bp—2¢n—2, an—1as]2);

b,bg,co€ A b1,..,bn—2€A, i=1
Cl,...,Cn—2€EA
(3.5)
each path from o to a; ... a, is decomposed to the last times when the sets A, A%, ..., A"

are visited, that is, the factor E(bi_lci_l,a,’bicﬂz) corresponds to the parts of the paths
from o to aj ...a, between the final exits of the sets A* and AL,

4. CONES

4.1. Definitions of Cones and Properties. In this section we introduce the structure
of cones in our setting. A path in A* is a sequence of words (wg, w1, ..., wy), m € N, in
A* such that Py, ,[X; = w;] > 0 for all 1 < i < m. By weak symmetry, we have that,
for each such path, the reversed sequence of words (wy,, wpy—1,...,wy) is also a path. For
n €N, define A%, := {w € A*||w| > n}. For any wy € A%,, we define the cone rooted at
wq as

C(wo) = {w € A;‘wd

In other words, when we consider the associated graph G then the cone C(wy) can be viewed
as the subgraph of G which is the connected component containing wg after removing
all vertices w’ € A\ ‘A;IWOI and the adjacent edges to these w’. In particular, we have
wy € C(wp). If wy € Clwy) then we have C(w;) C C(wyp): indeed, let be we € C(wy);
therefore, |wa| > |wi| > |wg| and there are paths (wg,w},...,w},w;) through words
wl,...,wj, € .A*>|w0| and (wy,wY, ..., w), we) through words wf, ..., w}' € ‘A*>|w1| - .A*>|w0|.

Im € Ny 3 path (wo, wi, ..., Wp_1,w)
with wy, ..., w1 € A§|w0| ’

Hence, there is a path (wo,w!, ..., wy,wi,w!,...,w/, wy) through words in 'A*>|wo\’ that
is, wy € C(wyp) yielding C(w1) C C(wp). The cone C'(w1) is then called a subcone of C'(wy).

Observe that each element w € C'(wyp) has the form w = ay ... ay—ow, where wg = ay ... ap,
with m > 2, ay,...,am € A and where @ € A%,: indeed, by definition each w € C(wy)
can be reached from wg by a path through words of length bigger or equal than |wg|. Thus,
the first m — 2 letters are not changed along such a path.

By the suffix-irreducibility Assumption 2.4, we have the following important property
for cones: let be w € A* and ab,cd € A?; then the cone C(wab) has a proper subcone
C(wzed) C C(wab) with a suitable choice of z € A*\ {o}.

Recall that [w] denotes the last two letters of a word w € A%,. We say that two cones
C(wy) and C(ws), wy,ws € A*, are isomorphic if C([w1]) = C([wz]). The following lemma
explains why we call these cones “isomorphic”. Since the proof of the following lemma is
elementary, we omit the proof at this place and hand it in later in Appendix C.
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Lemma 4.1. Let be wy = ay...am, w2 = by...by € ALy with ay, ... ,am,b1,...,by € A
such that C(wy) and C(wg) are isomorphic. Then:

(1) The mapping ¢ : C(wy) — C(we) defined by
@lar...apm o) ="by...bp 2w forw e ALy with ay...am 2w € Clw)

is a bijection which preserves the adjacency relation, that is, p(w',w") > 0 if and
only if p(p(w'), e(w")) >0 for all w',w" € C(wy).
(2) The cones are isomorphic as subgraphs of G.

The lemma says implicitly that the words of two isomorphic cones differ only by different
prefixes. Moreover, there is a natural 1-to-1 correspondence of paths inside C'(w;) and
paths in an isomorphic cone C(ws) where obviously each such path in C(w;) and the
corresponding path in the other isomorphic cone C(ws) have the same probability: let be
(wh,wh, ..., wh,) apath in C(wy); then (p(wy), p(w)),. .., p(w),)) is a path in C'(ws) and

P[X1 =), ..., Xm =w),|Xo = wp] =P[X1 = p(w)),..., Xm = o(w),)]| Xo = @(wp)].

We remark that C'(w) and C(w'), w,w’ € A%,, with C([w]) # C([w']) can still be isomor-
phic as subgraphs of G but we will still distinguish them as elements of different isomor-
phism classes according to our definition of isomorphism of cones.

Our construction of cones ensures that different cones are either nested in each other or
disjoint as the next lemma will show; the elementary proof of the next lemma is again
omitted and will be handed in later in the Appendix C.

Lemma 4.2. Let be wy,wy € A%L,. Then the cones C(wy) and C(ws) are either nested
in each other, that is, C(w1) C C(ws) or C(ws) C C(wy), or they are disjoint, that
is, C(w1) N C(wa) = 0. If we even have |wi| = |w;| then we have C(w;) = C(ws) or
C(w1) N C(we) = 0.

At this point let us mention that the weak symmetry Assumption 2.1 is crucial here: if
this assumption is dropped then two cones C'(w;) and C(ws), where wy,we € A%, with
lwi| = |wg| and C(wy) N C(ws) # 0 may be non-isomorphic. This case makes everything
much more difficult in our proofs since the property of cones from the last lemma (either
nestedness or disjointness) is lost and since we want to track the random walk’s way to
infinity by distinguishing which of the (disjoint) cones are successively finally entered on
its way to infinity. The author is however confident that one can adapt the situation if
weak symmetry does not hold but this would need much more effort with loss of good
readability of our proofs and no additional gain of the techniques; for further comments
see Appendix A.2.

Since isomorphism of cones depends only on the last two letters of their roots, we have
obviously only finitely many different isomorphism classes of cones. These isomorphism
classes can be described by two-lettered words ab € A?: first, for each isomorphism class
of cones we fix some ab representing the class of C(ab). Let J C A% be a system of
representants of the different isomorphism classes of cones. Thus, for every w € A%, there

is some unique ab € J such that C([w]) = C(ab). Then we write 7(C(w)) := ab for the
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cone type (or isomorphism class) of the cone C'(w). The boundary of C(w) is given by the
set
0C (w) = {wo € C(w) | lwo| = |w|, I € A*\ C(w) : p(w,w') > 0}.

We have {[w] | w € 9C(w1)} = {[w] | w € OC(w2)} for two ismorphic cones C(w;) and
C(wy) with wy,wy € "4*227 which follows from the following fact: if 21 € 9C(wy) and
w € A*\ C(wy) with p(x1,w’) > 0, then there is, due to 4.1.(1), some x5 € C'(wy) with
[1] = [z2] and p([z2],a) = p([z1],a) > 0, where a € A is the last letter of w'. This implies
existence of some w” € A* \ C(wy) with p(xe,w”) > 0.

We say that the graph G is expanding if each cone C(wyp), wo € L, contains two proper
disjoint subcones, that is, if there exist subcones C(w1),C(w2) € C(wy), wi,we € L,
with C'(w1) N C(ws) = (. We call the random walk exzpanding if the associated graph G is
expanding. The results below do not depend on whether the random walk is expanding or
not. At the end, however, we will see that the non-expanding case leads to zero entropy.

Finally, let us remark that in the case of K-dependent random walks on A* suffix-irreducibi-
lity can be defined analogously and cones can be defined in the exactly same way; the
different cone types would be defined by words of length K. In Appendix B we will check
that suffix-irreducibility and the the “expanding” property are inherited by the blocked
letter language if these properties are satisfied for the K-dependent random walk.

4.2. Covering of Cones by Subcones. The next task is to cover (up to a finite comple-
ment) any cone C(w), w € L, by a finite set of pairwise disjoint subcones C1, ... s Cnw) C
C'(w) such that

n(w)
{F(C), s 7(Co)} =T and |Cw)\ U Ci| < o,

that is, every cone type appears among these subcones and the subcones cover C'(w) up to
finitely many words. We then call C1, ..., Cy ) a covering of C'(w). In the next subsection
we show how to construct this covering when G is expanding; in Subsection 4.2.2 we consider
the case when G is not expanding.

4.2.1. Covering for Expanding Random Walks. Suppose we are given a cone C(w) with
w = woagby € L, where wy € A* and agbg € A2. Inside this cone we can find subcones of
the form C(wow'ab) for each ab € A* with suitable w' € A* \ {0} depending on ab due
to suffix-irreducibility. Now we want to find subcones of each type ab € J which are even
pairwise disjoint. We proceed as follows to find these pairwise disjoint cones of all types:
since we assume in this subsection that G is expanding there are paths from w = wpagbgy
inside .A*>|w| to words wowia1by and wowsazbs, where wy,wy € A* \ {0}, a1by,asby € A?
and C(wowyaiby) N C(wowaazbs) = 0. Then we have found a subcone of type 7(C(a1by)),
and we search for other cone types in the subcone C(wywsasbs) in the same way. Obviously,
a subcone in C'(wowaagby) does not intersect C'(wowiaqby). Iterating this step leads to a
finite set {C1,...,C| 7} of subcones of C(w) such that {7(C1),...,7(C|7)} = J and
CinCj=0fori,je{l,...,|J|} with i # j. After we have found these non-intersecting
subcones of all types in C'(w) we cover the cone C'(w) by further disjoint subcones: let be
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D =1+ max{|w'| | w € U} aC;}; define Mp = {w’ € C(w) | [w'| = D}. Then we can
choose a subset M := {w},...,w.} € Mp such that for all 4,5 € {1,...,k} with i # j and
all n € {1,....,|J[} we have: C'(w;) N Cy, =0, C(w;) N C(w)) =0 and

|71 k
cw (U envJ o)
m=1 n=1
is finite. This is done as follows: write Mp = {x1,...,zn} and set My := ). For every i €

{1,..., N}, perform the following steps with increasing : if z; € U‘j‘ill CiUUens,_, Co),
then drop z; and set M; := M;_1. Otherwise, set M; := M;_1 U {x;}. In the latter case we
cannot have C; C C(z;) for some j € {1,...,|J|} due to the choice of D (words in 9C;
have word length smaller than D and all words in C(x;) have length of at least D) and
also not C(x;) C Cj, which would lead to the contradiction z; € C; otherwise. We also
cannot have C(z;) C C(x;) for j < i because this implies, by Lemma 4.2, C(z;) = C(z;)
and therefore z; € C'(x;). At the end of this procedure we get some My and set M := My.
Since every path from w to infinity inside C(w) has to pass through a word of length D we

have ensured that each w’ € C(w) with |w’| = D lies in one of the cones C1,...,C7,C(x),
x € M. Thus, the set C(w) \UL‘Z‘ZI Cm UU,enr C() is finite and the covering of C'(w) is
given by the subcones

Cy,... ,C‘J‘,C(x),x e M.

See Figure 1 for better visualization.

The crucial point now is that we fix a covering for each cone type such that the relative
positions of the subcones in the covering of some cone C'(w) do not depend on the choice
of the specific root w € £ on the boundary of C(w) but only on 7(C(w)): first, for each
ab € J, choose any wg, € A* such that wgpab € L and fix some covering for C'(wgpabd),
say the cones C(wqpv1),...,C(wepvy), where vi,..., v, € ALs. If w = woarby € L with
wy € A*, a1by € A? and 7(C(w)) = ab = 7(C(wgpab)) then we set the covering of C(w)
as the one which is inherited from the covering of C'(wqpab) by the relative location of the
subcones, that is, we set the covering of C'(w) as the set of subcones C(wgv1), ..., C(wov).

Lemma 4.3. The set of subcones C(wyvy),...,C(wovg) is a covering of C(w).

Proof. First, C(wovi),...,C(wovg) are subcones of C(w) since ab € C([w]) (vielding
woab € OC(w)) and due to the following conclusion: for each i € {1,...,k}, there is a
path from wgpab to weyv; through words in A’;‘w Jab|? which implies that there is a path

from ab to v; through words in ‘A*Z2 yielding existence of a path from w = wq[w] via woab
to wov; through words in A;‘w‘. That is, C'(wov;) C C(w).

Since J = {7(C(v1)),...,7(C(vg))} the set of subcones {C(wovy),...,C(wovg)} contains
all different types. The next step is to show disjointness of the cones C(wgv1),. .., C(wovg).
Assume w.l.o.g. that C(wovi) € C(wgvy). Then there exists a path from wove to wovy
through words in A% This implies that there exists a path from vy to v; through

>[wova|’
words in .A;‘ val - A*ZS’ which implies that there exists a path from wg,vs to wev; through
*

words in A% lwayva]
peiy a

yielding C(wqpv1) C C(wepva), a contradiction to the choice of C'(wqpvy),
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FIGURE 1. Covering of cones by subcones: the numbers represent the four
different cone types; the cones with the solid boundary lines belong to the
covering of C'(w). The construction of a covering is done as follows: e.g.,
we find three three cones in C'(w) whose union covers C'(w) up to a finite
set, say the cones C'(wq) (type 1), C(we) (type 1) and C(ws) (type 2). We
keep the cones C(wq) and C(ws) for the covering of C'(w) and search for
cones of type 3 and 4 in the subcone C'(wy). After having found cones of
type 3 and 4 in C(wy) (for instance, the cones C'(wy4) and C(ws)) we take
additional disjoint cones in C'(wy) (in the picture the innermost type-1 cone
C'(wg) only) into the covering such that the complement of the union of all
subcones in the covering is finite. That is, the covering of C(w) consists of

the cones C(wq), C(ws), C(wy4), C(ws) and C(wg).

C(wgpv2) in the covering of C(wgpab). Thus, the cones C'(wgvy), ..., C(wovy) are pairwise
disjoint.

Analogously, we show that C'(w)\ Ule C'(wov;) is finite. Assume that this set difference is
not finite. Then for every N € N with N > 3, there exists some wy € A* with |oy| = N

and wowy € A* ﬂUfZl C'(wov;) such that there is a path from w = wg[w] to wewy through
words in .A*>|w|. Since [w] € C(ab) there is a path from ab to [w] through words in A%,

implying that there exists a path from ab to wy € Ule C(vi) through words in A%,.

But this implies that there exists a path from wg,ab to weypwy € Ule C'(wepv;) through
words in ‘A*leabab\' This gives a contradiction since C'(wgpab) \Uf:1 C'(wapv;) is finite and
therefore N cannot be large. This yields the claim. O

Hence, the covering of a cone depends only on its cone type, which describes the relative
location of its subcones in its interior.
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We can also cover £ (up to a finite set) by a finite number of non-intersecting subcones,
where each cone type appears. To this end, we just apply the algorithm explained above
and take pairwise disjoint cones of the form C(w) with w € £ and |w| > 2. We denote

by Cl(o),...,CT(L%) the covering of £, which contains all types in J and which satisfies
[e\U ¢ < .

4.2.2. Non-Ezxpanding Random Walks. Now we explain how to proceed if G is not expand-
ing, that is, there is a cone C'(w), w € L, which does not contain two proper disjoint
subcones. Recall that due to suffix-irreducibility there is, for every ab € [J, a subcone
C(w1) € C(w) with [w1] = ab. Thus, all cones do not have two proper disjoint sub-
cones, because otherwise we get a contradiction to the choice of w. This non-expanding
case may, in particular, occur if £ is a proper subset of A*. Take now disjoint cones
C(arby),...,C(agba), where d € N, arby,...,aqzbg € A? with C(a;b;) N C(a;b;) = 0 for all
i,7 € {1,...,d} with i # j and L\ Uzzl C'(ayby) is finite. As already mentioned above
the cones C(a;b;), i € {1,...,d}, do not contain two proper disjoint subcones. Thus, we
can then cover any cone C(w), w € A%,, by the subcone C(wy) for any wy € C(w) with
|wi] = Jw] + 1 and p(w,w;1) > 0. N

Example 4.4. In order to illustrate this situation we give a short example for this case: let
A= {a,b}, p(0,) = p(a,0) = p(0,b) = p(b,0) = pla, ab) = p(b,ba) = % and p(ab, aba) =
%,p(ba,b) = %, p(ba, bab) = %,p(ab, a) = %. The set L is then given by all words of the
form ababa . . .ba, ababa . .. bab, baba . .. bab and baba . . . baba. The random walk is transient
and satisfies the Assumptions 2.1 and 2.4. We have C(ab) N C(ba) = O and C(ab) =
C(aba) U {ab} and C(ba) = C(bab) U {ba}.

The next step is to show that a non-expanding random walk converges to one of finitely
many infinite words. More precisely, since we consider transient random walks, | X,,| tends
almost surely to infinity. Therefore, we must have that the prefixes of arbitrary length of X,
stabilize for n large enough, that is, for each N € N there exists almost surely some index
ny € N such that the prefixes of length N of X, , Xy +1, Xny+2, ..., remain constant
forever. Thus, (X, )nen, tends to some infinite (random) word X, € AN.

Lemma 4.5. If (Xp)nen, @ non-expanding, then the support of X« is finite.

Proof. First, assume that X, starts with positive probability with the letter a9 € A.
Assume also that PVn > 1 : X,, € C(agboco) | Xo = apboco] > 0 for some bycy € A?
with agbgc, € L. We denote by A the event that X, starts with the letter ag and that
the random walk finally enters C'(agbgco) on its way to infinity. Then P[A] > 0. On this
event A, assume now that the random walk tends with positive probability to some infinite
words with prefixes wa; and was, where w € A%, starts with the letter ag and a;,a2 € A
with a3 # ag. Then there must be words waibicy, wagbaca € Clagbocy), bicy, baca € A2,
such that
P[En € N: X,, = wa;bjc;,Ym > n : X, € C(wa;b;c;) ’ A] > 0 for i € {1,2}.

Obviously, C(waibic1)NC(wagbacs) = 0. But this leads to the contradiction that C(agbocy)
has two proper disjoint subcones. Therefore, C'(wajbicr) N L = 0 or C(wagbaca) N L = ),
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yielding that the letter a; (or az) is deterministic on the event A. By induction, the infinite
limiting word X, is deterministic on the event A, and it depends only on ag and bycy.
Since there are only finitely many possibilities for ag and bycg, the limiting word X, can
only take finitely many values. O

The last lemma and suffix-irreducibility directly imply that the support of the random walk
is a proper subset of A* if (X, )nen, is non-expanding. The limiting words in Example 4.4
are ababab ... and bababa . . ..

5. LAST ENTRY TIMES

In this section we prove a law of large numbers, which turns out to describe the asymptotic
entropy in the later section. For this purpose, we define last entry times (compare with [7]),
for which we derive a law of large numbers. In this section we will assume that (X, )nen, is
transient and we will assume Assumptions 2.1 and 2.4, where we make explicit comments
when these assumptions are essential at some points. Throughout this section, we will also
use the following notations: wg, wi,wy € A*\ {0} and a, b, c,d,a1,b1,a9,bs,... € A.

5.1. Last Entry Time Process. We define the following last entry times. Let eg be
the first time at which the random walk visits (J;°, 601-(0) and stays in one of the cones
C’fo), e ,C’T(L%) afterwards forever, that is,

ey = inf{m € Ny ‘ Fe{l,...,no}Vn>m: X, € CZ-(O)}.

In particular, X, € U?:(q) 301.(0) and Xe,—1 ¢ U?:((i) CZ(O). In other words, at time eg the
random walk finally enters one of the cones C’i(O) with no further exits. Inductively, if
Xe, = w € L for k > 0 and if C(w) has the covering (determined only by the type of

C(w)) consisting of the subcones Cl(k), e ,CT(L]ZL) as explained in Section 4, then

epy1 =inf{m >e;|Fi e {1,... . n(w)}Vn>m: X, € Ci(k)}.

In particular, X, ,, € U?:(“f) 8C£k+1) and Xe,, 1 ¢ U:;(lf) (96’1»(]6). Transience of (X, )nen,
yields e < oo for all £ € Ny almost surely. Observe that X,,, n > eg, has the prefix
wo if Xe, = woab. Define the relative increments (Wy)gen, between two last entry times
as follows: set Wy := Xg,; for k > 1: if Xe, , = woab and X, = wowicd, then set
W, := wicd. Since we have only finitely many different cone types and the subcones of
the covering of any cone C' are nested at uniformly bounded distance (w.r.t. minimal path
lengths) to 0C, the random variables Wy, can take only finitely many different values.
Observe that we can reconstruct the values of the Xg, s from the values of the Wy ’s: if
W; = wa;b; for | < k then Xe, = wows ... wraby.

For w € L, define

n(w)
S(w) := U oC;,
i=1
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where C1, ..., Cyy) is the covering of C(w) according to Section 4. Observe that S(w;) =
S(wy) if C(wy) = C(wy). Define forx =ay ...ap € A" andy =ay...ak—2bg_1bp ... bgrq €
C(x) with d > 1 and d = d(z,y) := |y| — |=|:

) = ZIF’[Xn =y, X1 & Cy),Yme {L,....n}: X € C(x)‘XO :x].

n>0

If d =1 then L(z,y) = L(ar_1ax, bp_1bpbry1). If d > 2 then L(x,7) can be rewritten as

Z L CLk 1ak73/1 H E y] y]+1) Z’(yd 1[ ]ydfl[s]’bk+d72bk+d71bk+d);
Y1eyd—1 €A% j=1
yi[1]=br—2+4i
(5.1)

the last equation follows from the fact that IL(x, y) depends on x only by its last two letters
ap_1ax and by decomposition of the paths from = to y w.r.t the last times when the sets
AR AR ARTATL gre visited on the way from 2 to y. That is, the I-th factor in (5.1)
corresponds to the part of the path from z to y between the last entry of AL, ., ;| at
the word aq...ag_2bg—1...bgri—3y1—1[2]y1—1[3] and the last entry to ALy at ‘the word
ay ... ag—2bg_1 ... by—2y[2yi[3] (with yo[2]yo[3] = ar—1ax and yg = b_2bk_1by). More-
over, I(z,y) = L(ap_1ak, by—1bg - . . bpya)-

If 1 € L, z9 € S(1) and x5 € S(x2) then
L(zy,23) = Y TL(z1,9)- Ly, z3)
yedC(x2)

by decomposition w.r.t. the last visit of the set 9C(z2) since C(z3) C C(z2) C C(x1). In

particular, if P[Xe, = 21, Xe,, = ¥2,...,Xe,,, = 241] > 0 for z1,..., 2741 € L then we
have
P[Xe, = 1, Xepsy = T2, Xeyy = Zr41)
= > Glo,xo|1) - plxo, x1) - Ly, @2) - .. Lw, z4a) - E([mga])  (5.2)
2o€L\C(z1)
by decomposition on the final entries of the cones C(z1),...,C(x;41). We obtain the fol-

lowing important observation:

Proposition 5.1. The process (Wk) is a Markov chain with transition probabilities

k>1
(WD .

oo, y) = { Q@) dy€S),
0, otherwise.

Proof. Let be wy,...,wgr1 € A*\ {0} such that wy € U”O 30 , wip1 € S(w;) for
all i € {0,...,k} and P[Wy = wo,...,Wgy1 = wgi1] > 0. For any such sequence
w = (wo, ..., wgr1), we set zo(w) := wy and inductively: if z;_1(w) = yp_1ak_1bk—1 with
yr_1 € A* and ap_1b,_1 € A? then set xp(w) = yp_1wy. That is, if Wi = wy then
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Xe, = ox(w). Then:
P(Wi =w,..., Wi, =w] = Y P[Wo=uwp,..., Wi = wy]
woelJs0, aC

= z P[Xe, = wo, Xe, = #1(w), ..., Xe, = z(w)]
woelU;2, act”

k
= Z Z G(O, ’w’|1) -p(w/,w()) . H]L(.’L’Z_l(w),mz(w)) g([mk(w)])
woeJ;2, aC(®) wEL\C (wo) i=1
k
= > Y. Glow'|l) pw' wo) - [T Llwior, wi) - ([wi))-
woelJ1, a0 w/EL\C wo) 1

The last equation arises from (5.2) by decomposing the paths by the last entries to the
sets 0C}, where C; denotes the cone with Xe, € 0C;. Now we obtain:

]P)[Wk+1 = wk+1 | W1 = 11)17...,‘7\71C = wk}
P[Wi =wi,..., Wi = wy, Wiy1 = wi1]
P[Wl = wl,...,Wk = wk}

Zwoeu?& ac(© Y wrenrCuy) G0 w'11) - pw’ wo) - T L(wi—1, w;) - €([wha])

Zwoeuygl 80](_0) Zw/eﬁ\c(w[)) G(07 w/|1) ! p(wla U}O) : Hf:l I[‘(wi—la wl) ' 6([w1€]>

q(z,y).

Define the set
Wo := {w € A*|Fwo € A", ab € A* with P[W( = woab, W1 = w] > 0} C AL;.

The next lemma desribes the support of the random variables Wy; since the proof contains
only elementary, tedious calculations, we omit it at this place and hand it in later in
Appendix C.

Lemma 5.2. For all k > 1, supp(P[Wy =]) = Wp.

With the last lemma we can show:

Lemma 5.3. The Markov chain (Wy)ren is positive recurrent and aperiodic.

Proof. Since W) is finite it suffices to show that the process (Wy)ren is irreducible and
aperiodic. First we show irreducibility. Let be w; = w’a1by, ws € Wy. Then there is some

woaoby € 12, 9C” such that

]P[W] = 'LUQ] > ]P[Xeo = ’woaobo,wl = 'LUQ]

= > G0, w")p(w', woagbo) L(woaobo, wows)&([wa]) > 0.
w'eﬁ\c(woaobo)
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In particular, L(agbg, w2) = L(wgagby, wows) > 0. By construction of coverings, C'(a1by)
has a subcone of type 7(C'(anbp)) in its covering, say the cone C(w) with @w € C'(a1b;)NWp
and L(a1by,w) > 0. Then:

]P[Wg = W2 | W1 = wl] Z q(wl,u?) . q(’lI},’UJQ) (53)
€([w2))

>0,

§(aiby)
which follows from the fact that L([@0], ws) > 0 due to [@] € C(apby) and L(agby, w2) > 0

(recall the remark before Lemma 5.2). This proves irreducibility and thus positive recur-
rence of (Wg)ren.

= ]L(a1b1, IE)E([@L WQ)

In order to see aperiodicity of the process (Wy)gen choose in the proof above wy = wo,
which yields that the period of (Wg)gen is either 1 or 2. Now let be w € W, and take any
w € Wy with g(w,w) > 0. Then according to (5.3) we get

PWy=w, Wy =0 | Wi =w] =q(w,w) - P[W3 =w | Wy =] >0,
which implies aperiodicity. O

For sake of better identification of the cones, we now switch to a more suitable repre-
sentation of cones and coverings. We identify the different cone types by numbers Z :=
{1,...,7} € N. If C'(w) is a cone of type i € Z, then the covering of C'(w) (according to
Subsection 4.2) has n(i, j) subcones of type j € Z. We denote these subcones of type j by
Cj;o = Cjp(w) C C(w) with 1 <k < n(i,j) or we just identify them by ji1,..., Jin(j),
which correspond to the subcones of type j with different locations inside C'(w). In partic-
ular, we choose this enumeration of the subcones of type j in a consistent way: if C'(wapvm)
belongs to the covering of C'(ab), i = 7(C(ab)), with C(wapvs,) being the k-th cone of type
J in the covering of C(ab) (identified by j;  w.r.t. ab), then the k-th subcone of type j in
the covering of any cone C'(wpab) is the subcone C(wyvy,); compare with the construction
of the covering of any cone C'(w) starting from the covering of the cone C'(wgpab) in Sub-
section 4.2. That is, by this enumeration of subcones we ensure that the relative position
of Cj, , (w) in the interior of C'(w) is always the same for any w € £ with i = 7(C(w)). We
will sometimes omit the root w in the notation of the subcones when it will be clear from
the context and when only the relative position of a subcone in some given cone will be of
importance.

We now track the random walk’s way to infinity by looking which of the cones are finally
entered successively. For this purpose, define iy, := j;; if 7(C(Xe, ,)) = ¢ and X, €
0Cj, ,(Xe,_,). If we set additionally iy := C'(Xe,), then the sequence (ix)ren, tracks the
random walk’s way to infinity.

At this point we recall the relation between Wy, and Xe,: if Xe, = Wy = woagby and
Wi = wia1by then Xe, = wowiaiby; in general, if Xe, | = wap_1bx—1 and Wy, = wyayby,
then Xe, = wwyagby. That is, there is a natural bijection of trajectories of (Wy)ien, and
(Xe, )kenN,- In particular, the values of the W ’s determine the values of the i;’s uniquely,
since the last two letters of Wy,_; describe 7(C(Xe,_,)) and Wy, describes 7(C(Xe, )) and
the corresponding number in the enumeration of subcones. For a better visualization of
the values of i, see Figure 2.
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FIGURE 2. Numbering of subcones: the cones with the solid boundary be-
long to the covering while the cone with the dotted line does not.

In other words, the random variables i, collect the information of the different cones which
are entered successively by the random walk (X,,)nen, on its way to infinity, while the
W.’s keep, in addition, the information where the single subcones are finally entered.

Define
x € Wy, Jwg EE:P[WO = wy, W1 :Z'] > 0,
W = ¢ (Jmn, )| 7(C([wo])) =m,7(C([z])) = j,1 <n < n(m,j)
with z € 8ijn([wo])

In other words, (jmn,z) € W if 2 € Wy with 7(C(z)) = j and if there is woapby € £ such
that 7(C(agby)) = m, P[Xe, = woapbo, Xe, = woz] > 0 and C(z) being the n-th subcone
of type j in the covering of C'(agby).

Proposition 5.4. The process ((ik,Wk))keN is a positive recurrent, aperiodic Markov
chain on the state space W. Moreover, for (imn,w1), (Jst, w2) € W, the transition proba-
bilities are given by

Q(wth)a ZfS - ia

0, if s £ 1. (54)

Py W) = (s 02) | i1, Wi1) = (i wn)| = {

Proof. Since the values of the i;’s are uniquely determined by the values of the Wy’s and
since the process (Wp)ren is a Markov chain, we also have that ((ik7 Wk)) yen 18 Markovian
with the proposed transition probabilities.

It remains to prove that supp(P[(ix, Wg) = :]) = W for k > 1 and that ((ik’wk))keN is
positive recurrent and aperiodic. Since both proofs consist of tedious calculations analo-
gously to the proofs of Lemmas 5.2 and 5.3 we omit these proofs here and refer to Appendix
C, where we will hand in them later. O
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Let us recall that the values of the ix’s are uniquely determined by the values of the Wy ’s;
however, we will explicitely keep the values of the i;’s in the notation of the process for
sake of convenience. Observe that the process (ix)gen is, in general, not Markovian. This
relies on the fact that (ix)gen can be seen as a function of the process (W )ren: the values
of the W},’s determine the values of the i;’s but not vice versa.

Define the following projection for (i, w1), (jmn, w2) € W:

. . )G din) = (i gn), i m =i,
(Gt wn), G, w2) = {(z‘,m) = (i,j1), ifm#i. (5:5)

Here, j; represents the [-th subcone of type j in the covering of a cone of type i, namely
the cone represented by j;;. We now define the hidden Markov chain (Yj)ren by

Yk = W((ik,Wk;), (ik‘+17wk+l))-

In other words, (Y)ren traces once again the random walk’s way to infinity in terms of
which subcones are entered successively without distinguishing which of the cone boundary
points are the last entry time points Xe,. At this point let us mention that the second
branch in the definition of 7(-,-) is not used for defining Yy, but it will be of interest in
Section 8. Furthermore, observe that X, and (Yj)kren allow to reconstruct (ix)gen-
Define

Wy = {(s,tn)|s,t €Z,1<n<n(st)}.

That is, t,, corresponds to the n-th subcone of type t in the covering of a cone of type s.

Lemma 5.5. For all k > 1, supp(P[Yy = -]) = Wr.

Proof. The inclusion supp(P[Yx = -]) C W; is obvious by definition of Y} and W;. Now
we show the other inclusion. Let be (s,t,) € W,. Take any wi_jap_1bx—1 € Wy with
P[Wj_1 = wi—_1ak—1bk—1] > 0. Then there exists wyarby, € Wy with 7(C(arby)) = s and
q(wg—1ak—1bk—1, wragbr) > 0 due to the construction of coverings. Moreover, there is
Wk 10k 11011 € Wy with q(wgagby, wiy1ak11bg11) > 0 such that C'(wgy1ag1bky1) is the
n-th cone of type t in C(agby). Thus,
PlYy = (s,tn)]
> P[Wi_1 = wg_1ax_1br—1, Wi = wpagbg, Wiy1 = Wry105410541]

= P[Wi_1 = wr_1ap-1bg—1] - g(wg—1a—1bp—1, wragby) - g(wragby, wp 10k 41bg41) > 0,
yielding (s,t,) € supp(P[Yr = -]). 0
Since the process (ix, W )ken is positive recurrent, it has an invariant probability measure v.

Let (i,(:), W,(:)) ken be a Markov chain with transition probabilities given by (5.4) but with

initial distribution v. The corresponding hidden Markov chain (Y,(:))keN is given by
Y = (G, W, G W),

In the next section we will link the hidden Markov chains (Y)gen and (Y ren.
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5.2. Entropy of the Hidden Markov Chain related to the Last Entry Time
Process. In this subsection we derive existence of the asymptotic entropy of the hidden

Markov chains (Y;(:))keN and (Y )ken-

First, consider the hidden Markov chain (Y,gy))keN: this process is stationary and ergodic

since the underlying Markov chain (i,(:),W,(:)) pen 18 stationary, positive recurrent and
aperiodic. Hence, there is a constant H(Y) > 0 such that

. 1 v v
lim —ElogIF’[Yg ) — Yoo ,Y,(c ) = gk] =H(Y) (5.6)

k—o0

for almost every realisation (y,,y,,...) € WN of (Y,(:))keN; see e.g. Cover and Thomas [5,
Theorem 16.8.1]. The number H(Y) is called the asymptotic entropy of the (positive recur-
rent) process (Y,(CV))keN. We now deduce an analogous statement for the process (Yi)ren.

Proposition 5.6. For almost every realisation (y,,y,,...) € WE of (Y )ken,

. 1
kl;rgofglogP[Yl =Y Yk :gk} = H(Y).

Proof. The processes (Y,(CV))%N and (Yg)ren differ only by the inital distributions of
(igy),Wgy)) and (i1, W1). Moreover, there are constants ¢, C' > 0 such that

c-Pl(it, W1) = (imn, )] < V(imm,x) < C-Pl(i1, W1) = (imn, )]
for all (i, n,z) € W. Denote by pp the distribution of (i;, W1). We now get for almost
every trajectory (Qvgg’ ) €W of (Yi)ken:

. 1 (v) (v)
H(Y) = kILH;O_EIOgP[Yl =Y Y :Qk]
1
= lim ——log > w(w)P[(i, W) = w for 2 <1 <k+1] (i1, W1) = w]
k—oo  k

Q17~~-7wk+1EW:
W(wjijﬂ):yj
for 1<5<k

1
= lim ——log > pa(wy)P[(i, W) = w; for 2 < I < k+ 1| (i1, W) = w]
k—oo k
Wy Wiy 1 EWVWE

m(w;w;y1)=Y,
for 1<5<k

. 1 . .
= Jim —-log S P, W) =wy,. o (kern, Weg) = wy ]

Q17~'~7Qk+1EW3
”(Mjaﬂgurl):ﬂj
for 1<5<k

. 1
i~ 1ogP[Y =y Vi )

As a consequence we obtain the next statement:
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Corollary 5.7.

. 1
lim 7E/IOgP[Y]_ :g17"'aYk :gk] d]P)(glﬂg27"') = H(Y)

k—o0

Proof. Since |[W| < oo by definition, there is €9 > 0 such that, for all w;,w, € W,
P(iz, W2) = wy | (i1, W1) = wy] > 0 implies 1> P[(iz, W2) = wy | (i1, W1) = wy] > «o.

If (y,,.--.y,) € WE with P[Y; = Yyo---» Y =y, ] > 0 then there are wy,...,wp 1 €W
with W(wj7wj+1) =Y, for 1 < j <k and ]P’[(il,Wl) =wy, ..., (gr1, Wgi1) = wkﬂ} > 0.
Therefore,
1
0 < —Elog]P’[Yl = gl,...,Yk :gk]
1 . .
< —EIOgP[(lhwl) = wy, - (kg1 Wee1) = Wy
1 1
< —Elog(oelg) = —Elogc—logeo < —logec — log ey,

where ¢ = mingew P[(i1, W1) = w|. Therefore, we may exchange integral and limit, which
yields the claim together with Proposition 5.6. (]

Let be w € £ with |w| > 2. Define

l(w) :== —log Z L(o,w'|1).

w'€dC (w)

We obtain the following law of large numbers:

Proposition 5.8.

(X
lim [(Xe,) = H(Y) almost surely.

k—o0 k

Proof. Let be k € N and assume for the moment that W; = y;a;b;, where y; € A*\ {0}
and a;b; € A? for 0 < | < k. That is, Xe, = Yoy1 ... yarb;. Furthermore, assume that
Y, = (j,tM), where j = 7(C(a1by)), and Y; = (s, ¢0)) for 2 < I < k, where the values
of s, .. s® =D and tM .. t*=1 are determined by the values of W, = yaby.

One can show that, for almost every realisation (z1,y,,9,,...) of (Xe;, Y1,Y2,...),
. 1
H(Y) = lim ——1logP[C(Xe,) = C(z1), Y1 = Ypoooor Y = gk]. (5.7)
k—oo k

This follows from the fact that there are only finitely many possibilities for C'(Xe,) which
do not affect the resulting limit. Since the proof of this equation consists of technical
reformulations of the involved probabilities we omit it at this place and give it in Lemma
C.1 in Appendix C.
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Recall from Equation (3.1) that G(o,w|1) = G(0,0[1)L(0,w|1) for all w € £ and that £(+)
can only take finitely many (non-zero) values. We now can conclude as follows:

. ’ ) /
-k = khrn —Elog Z L(o,w'|1)

w'€0C (Yoy1 ... yrarby)

I
5
|
I
3
(]

L(o,yoy1 - - - yrbe|1)
bee A2:bcedC (ayby,)
k

klggoklog{ Z Z Z (0,w"|1)p(w ,wl)HE([wi_l],wi)}

w1€0C (yoy1a1b1) w2,.. ﬂUkEWo w'€L: =2
wzeac(yzal 7/ ¢C(w1)
for all 2<i<k

k
1 ([wi])
lim ——1lo o,w'|Dp(w, w w L(w;_1], w;
Jim —plog| Y Glowup( e - T gt B ] w)

wleac(yoy1a1b1) 1=2

w2,...,wrEWp:

wiEGC(yiaibi)

for all 2<i<k;

w'eL\C(w1)

k
1
fim —pios| 3 5> PlXe, = wilatafur) ) [atuis,w0)]
w1 €0C (yoy1a1b1) w2,...,wEWp: =3
wieaC(yiaibi)
for all 2<i<k

Xe, € Clyoyrarbr), Y1 = (j,tV),
= - = H(Y).
dm g logP{ = (s@,1@), Y,y = (skD, ¢k (Y)

The last equation follows from (5.7). We remark that the first coordinate of Y; describes
only the cone type of Xe, but there may be several distinct cones of the same type j € Z
with j = 7(C(Xe,))- O
Recall the definition of [(w) = —log L(o,w|1) for w € L.

Corollary 5.9.

Xe
lim [ Xey) =H(Y) almost surely.

Proof. Tt suffices to compare Z(Xek) with [(Xe, ). Assume for a moment that Xe, = wy
with wy, € £ and that X, is on the boundary of the cone Cj. Then, the probability of
walking inside Cj from any w’ € C to any w — k € 9C}, (or vice versa) can be bounded
from below by some constant ¢, because the probabilities depend only on [wy], [w'] € A?:
that is,

Py [3n € N: X, = w,,Vm < n: X, € C(w')] > &o.
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Therefore,
L(0,Xe,|1) < > Llow'1) =(Xe,),
w’' €0CY,
[(Xe,) g0 < Z L(o,w'|1) - Pyw[Fn € N: X, = wg,Vm < n: X,, € C(w')]
w’€0C),
< |-A2| : L(O,Xek|1)-

In the second inequality chain we extended paths from o to w’ to paths from o to wy, via
w’ such that each such path is counted at most |.A%| times. Taking logarithms, dividing by
k and letting k tend to infinity yields the claim. O

Now we come to an important law of large numbers. Denote by v the invariant probabilty
measure of the positive recurrent Markov chain (Wy)ren and define

A=E[W ) —2= 3" vp(w) - (jul - 2). (5.8)
weWH
Then:

Proposition 5.10.

X, _
lim [(Xn) =(-AY H(Y) almost surely.

k—oo M

Proof. Define
ép :=inf{m e N|Vn > m: |X,| =k}.

Observe that ¢, —1 = sup{m € N| | X | =k — 1}. Transience yields €; < oo almost surely
for all k € N. By [7, Proposition 2.3], k/(é; — 1) tends to the rate of escape ¢ as k — oo;
hence, k/é; — ¢ as k — oo. Define the mazimal last entry times at time n € N as

k(n) = max{k e N]|é&, <n},
t(n) := max{k e N|e, <n}.

Obviously, k(n) > t(n) and each last entry time ey, corresponds (depending on the concrete
realization) to exactly one & with [ > k. First, we rewrite

l(Xn) _ l(Xn) - l(Xet(n)) + l(Xet(n)) t(n) ) k(n) ) ék(n).

n n t(n)  k(n) exm)y N (5.9)
Let €1 be the minimal occuring positive single-step transition probability. Define
D - max {|w2 ~ |w| Jab € A? : C(ab) has coverini(g)l, - Cr(ab)s } <~
wy € 9C (ab), we € |J,~, " 0C;
Then we have €y(,) > €4(,) > €xn)—p and n/et(n) > 1. This implies
b= e:n) : 2:((:))+11> B elll(&); kélii)_f — % = e (5.10)
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which in turn yields (n — ey,))/n — 0 as n — co. Thus, the first quotient on the right
hand side of (5.9) tends to zero since

Lio, Xa1) &7 < Lo, Xey,y|1)  (due to weak symmetry),
L(0, Xey,|1) €] 1 < Lo, Xn|1).

Here we used the fact that one can walk from Xe,, to X, (or vice versa) in n — ey,
steps. By Corollary 5.9, [(Xe,,, )/t(n) tends to H(Y). On the other hand side, é;/k tends
almost surely to 1/£ and &y,)/n tends to 1 almost surely since 1 < n/ey(,) < n/eyp) — 1

by (5.10). It remains to investigate the limit limy_,o, k(n)/t(n). Clearly,

t(n)—1
k(n) |Xék(n)| 1
= = Xe Xe’. —Xe. Xé _Xe .
t) =t = o (el ;o il = 1Xe ) + (IXeyy | = Xy )

Note that 0 < [Xe, [ — [Xey,, | < D and 0 < |Xe, [ < Dy almost surely for some suitable
constant Dq. Thus, it is sufficient to consider

1< 1<
E Z(|Xez‘+1| |X | E Z ‘W | - 2
=1 =1

Since (Wy)gen is positive recurrent, the ergodic theorem yields almost surely

k
o1
Jim 232 (Wil=2) = 3 ww)(ju] -2) = A
i=1 weWH
This finishes the proof and gives the proposed formula. O

6. EXISTENCE OF ENTROPY

We now link Proposition 5.10 with the asymptotic entropy of the random walk (X, )nen,-
For this purpose, we follow the reasoning of [8]. First, we need the following lemma:

Lemma 6.1. There is R > 1 such that G(wy,ws|R) < oo for all wy,ws € L.

Proof. A simple adaption of the proof of [16, Proposition 8.2] shows that, for wy,wy € L,
G(wy,ws|z) has radius of convergence R(wy,wy) > 1. At this point we also need the suffix-
irreducibility Assumption 2.4; see Subsection A.1 for a comment on how to weaken this
assumption. Since we assume the random walk (X,,)nen, to be irreducible, the radius of
convergence is independent from w; and we; hence, G(w1, ws|R) < oo for all wy,wq € L
and R = R(wy,ws). O

Let us remark that we have also L(ab, cde|R) < oo, G(ab,cd|R) < oo and L(o,a|R) < oo
for all a,b,c,d,e € A, since these generating functions are dominanted by Green functions.
In the following let be g € [1, R).

Lemma 6.2. There are constants D1 and Dy > 0 such that for all m,n € Ny
p'"™(0,X,) <Dy - Dy - o7
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Proof. Denote by C, the circle with radius g in the complex plane centered at 0. A straight-
forward computation together with Fubini’s Theorem shows for m € Ny and w € L:

1 d
(fcmwamizﬂmwwx
Co z

2mi
compare with [8, Lemma 3.4]. Since G(o,w|z) is analytic on C,, we have |G(o,w|z)| <
G(o,w|p) for all |z| = p. Thus,
1 i
p(m)(o,w)gg-g L.G(o,wlp) - 2m0 = G(o,wl|p) - 0™ ™.
Set L :=1 Vmax{ﬂ(ab,cdem) | a,b,c,d,e € .A}, Co == 0-G(0,0[0) - > 4ca L(0,alo) and
C1 = max{G (ab, cd|o) | ab,cd € A?}. Equation (3.5) provides for all w € £ with |w| > 2
G(o,wlo) = G(0,0l0) - L(0,wl) < Co - |APII72) L1vI=2. ¢y,

Set Cy := Cy V max{G (o, w|p)|lw € L,|w| < 2}. Since |X,,| < n, we obtain the proposed
inequality by setting Dy := C; + C and Dy := |A|? - L:

P (0, Xp) < Dy - |JAPXl LRl o= < Dy AP L g™ = Dy - DY - o7

The following technical lemma will be used in the proof of the next theorem:

Lemma 6.3. Let (Ap)nen, (an)nen, (bn)nen be sequences of strictly positive numbers with
A, = a, +b,. Assume that lim,,_,eo —% log A, = ¢ € [0,00) and that limy, o0 b, /q" = 0
for all g € (0,1). Then lim,,_, —% log a,, = c.

Proof. A proof can be found in [8, Lemma 3.5]. O
Lemma 6.4. For n € N, consider the function f, : L — R defined by

f% log Zi:o p™ (0, w), if p™ (0, w) >0,
fn(w) = .
0, otherwise.

Then there are constants d and D such that d < fp(w) < D for alln € N and w € L.

Proof. Let be w € £ and n € N with p(™ (0, w) > 0. For w; € £ and z > 0, define the first
return generating function as

U(wy,w]z) = ZIP’[Xn =w,Vm € {1,...,n— 1} : Xpp, # w1|Xo = w] - 2"

n>1

Recall the number R > 1 from Lemma 6.1. Then

— (6.1)

Gluw,ul) < ——
R
indeed, since G(w,w|z) = (1 — U(w,w|z))_1 it must be that U(w,w|z) <1 for all w € L
and all z € [0, R); moreover, U(w,w|0) = 0, U(w,w|z) is continuous, strictly increasing
and strictly convex for z € [0, R), so we must have U(w,w|z) < 1/R for all z € [0, R),
providing (6.1).
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Define F(o,w) = . <, f®) (0, w), where f*)(0,w) is the probability of starting at o
and with the first visit to w at time k. By conditioning on the first visit to w we get
G(o,w|l) = F(o,w)G(w,w|1). Therefore,

2

n
1
S~ ™ (0,w) < Glo,wl1) = Flo,w) - G(w,w|l) < T
m=0 :
that is,
1 1 1
falw) 2 =2 log =1 = —log 71 = d

R R
For the upper bound, observe that w € £ with p(™) (0,w) > 0 can be reached from o in n
steps with a probability of at least efj, where

€0 = min{p(wi, ws) | wi, we € A%, p(wi,wz) >0} >0

is independent from w. Thus, the sum Z;f:o p(m)(o, w) has a value greater or equal to (.
Hence, f,(z) < —logeg =: D. O

Now we can finally prove:

Proof of Theorem 2.5. Recall Equation (3.1). We can rewrite £- A\~ - H(Y) as

f'fi(Y) :/E'h;(Y) dP — /T}Ln;o—%logL(o,Xn(w)“) dP(w)

= / lim —llogwdﬂp(w) = /nh_{n —%log G(0, Xpn(w)[1) dP(w).

n—oo M G(0,0[1) S
Recall that 7, denotes the distribution of X,,. Since
G0, Xu|1) = D~ p!™ (0, Xp) = p™ (0, Xp) = mn(Xn),
m>0

we have

A n—00

The next aim is to prove that limsup,,_, f%]E[log 7Tn<Xn)] <{¢-H(Y)/A. We now apply
Lemma 6.3 by setting

tHY) < /liminf—%logﬁn(Xn(W)) dP(w). (6.2)

TL2

Ay = Zp(m)(o, Xn), ap = Zp(m)(o, X,) and by, := Z ™ (0, X,).

m>0 m=0 m>n2+1

By Lemma 6.2,

—n2-1

4

o< Y Dl'DS'Q7m=D1'D§L'1_7Q,1-

m>n2+1
Therefore, b,, decays faster than any geometric sequence. Applying Lemma 6.3 together
with (3.1) gives almost surely

2

1 o1 1, ¢
= lim —glogL(o7 Xn) = T}Lrgo—glog G(o0,X,) = lim ——log Zp(m) (0, Xn).

n—oo N

0 H(Y)

A n—00
m=0
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Due to Lemma 6.4 we can apply the Dominated Convergence Theorem and get:
¢-H(Y) ¢-H(Y)
S dP—/,}:H;O——logZp

2
= lim ——logZp (0, X,,)dP = hm——Zp owlogi:p w).
m=0

n—o0 n—oo N
weL

For w € L, define the followmg distribution pg on L:

po(w) = ——=> " p'™
n*+1 =

Recall that the non-negativity of the Kullback-Leibler divergence (in this context also
called Shannon’s Inequality) gives

__2:]9 0, W bg[m 2:]) O’w bgp()( )
weLl weLl
Therefore,
{-H(Y
¢ HY) > hmsupf— Zp o,w)log(n?+1) — = Zp (0,w)log p'™ (0, w)
>\ n—oo
wEL weﬁ
1
= limsup——/logﬂ'n(Xn) dP.
n—oo n

Now we can conclude with (6.2) and Fatou’s Lemma:

¢ HaY) < /liminf—llogwn(Xn)d]P’ < liminf/—lbgﬂn(Xn)dP
n

A n—oo  n n—00
1 (-H(Y
< limsup/—— log 7, (X, )dP < ¥
n—00 n A
Thus, the asymptotic entropy h := limy,_,0c —+E [log m,,(X,)] exists and equals £- H(Y)/A.

O
Finally, we can prove:

Proof of Corollary 2.7. The proofs of the statements in Corollary 2.7 are completely anal-
ogous to the proofs in [8, Corollary 3.9, Lemma 3.10], where [8, Lemma 3.10] holds also in
the case h = 0. a

Proof of Corollary 2.8. Recall the definition of F(o,w) from the proof of Lemma 6.4 and
the equation G(o,w|1l) = F(o,w)G(w,w|1). This yields together with (3.1):

G(o,w|l)  G(o,0[1)
G(w,w|l)  G(w,wl)
Since 1 < G(X,, Xp|1) < 1/(1— %) with R from Lemma 6.1, we obtain the proposed result
due to Proposition 5.10. |

PEn € Ny : X,, = w] = F(o,w) =

L(o,wl|1).
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7. CALCULATION OF THE ENTROPY

In this section we collect several results about the asymptotic entropy. We show how the
entropy can be calculated numerically or even exactly in some special cases, and we give
some inequalities.

7.1. Numerical Calculation and Inequalities. In order to compute h = ¢- H(Y)/\
we have to calculate the three factors: while there are formulas for ¢ (see [7, Theorem 2.4])
and A (given by (5.8)), it remains to explain how to calculate H(Y). For this purpose,

define for random variables Ay, ..., A, on a finite state space W4 the joint entropy as
H(Ay,...,Ap) = — Z ]P’[Al:al,...,An:an}log]P’[Al:al,...,An:an},
a,...,an€Wa

and let the conditional entropy H(A,|A1, ..., An_1) be defined as
- Z P[4 =ai,..., A, = ay] logIP’[An:an’Al:al,...,An,lzan,l].
al,...,an€EWa
Here, we set 0-log 0 := 0, since zlogz — 0 as x — 0+. By Cover and Thomas [5, Theorem

4.2.1], we have H(Y) = limp_,00 +H(Y} V) . ,YSLV)). In general, the computation of H(Y)
is a hard task. But there is a simple way for a numerical calculation of H(Y'), which follows
from the inequalities

H(YP( W), 67 W) vy < BHY) < BV 1y v

for all n € N; see [5, Theorem 4.5.1]. In particular, it is even shown that
HYY YY) - H(YY| (67 W), 657, W), YY) 5.

Hence, one can calculate H(Y) numerically up to an arbitrarily small error. Obviously,
this numerical approach depends strongly on the ability to solve the system of equations
given by (3.2).

We now investigate whether the entropy is non-zero or not.

Corollary 7.1. If the random walk is expanding, then h > 0. Otherwise, h = 0.

Proof. Take any (i, w1), (jp,q, w2) € W with

B W) = (i), (557 W5) = (o )] > 0
The values (i 1, w1), (Jp,q, w2) determine the value of YEV) uniquely. In the expanding case,
there are at least two elements (s, w'), (tj,, w”) € W such that w',w” € C([ws]) with
Cw)NC(w") =0 and g(wz,w’) > 0 and g(ws, w”) > 0, yielding 7 ((jp.q, w2), (j,m, w')) #
7((Jp,g» w2), (tjm,w”)). Let w’ be in the m-th cone of type s in the covering of C([ws]).
Then set
( Zk:l7/UJ:l) <.7pq7w2 $]m7w/))

= P[YY) = (r(Clw2)),sm) | (1), W) = (igg,w01), B, W) = (p g, 02)]
> q(wz,w") > 0.
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Since g(w2,w”) > 0 and C(w')NC(w") = O, we also have P((ix, w1), (jp.q, w2), (tjn, w")) >
0 implying P ((ix, w1), (Jp,g» w2), ($j,m,w’)) < 1. From (7.1) follows then

( l’)‘( 1V),W(V)) (ig/),ng)))7Y§l/)>

P((i,w1), (pg w2), (85.m, w')) 10g P((ik1, w1), (Gp.gs w2), (8,m,w')) > 0.
Thus, we have shown that A > 0 if (X}, )nen, is expanding.

HY) >
>

Now consider the case when the random walk on £ is not expanding. Then each cone has
a covering consisting of only one single subcone. This implies that the value 7(C (Wgy))) =

igy) determines uniquely the values T(C(Wl(:))) for k > 2. Moreover, given the value

of T(C(Wgy)» the values of Y,(:), k > 1, are deterministic. That is, Y,({/) is uniquely

determined by Y;V), hence IP[YSLV) = YY) = (s,t,)] € {0,1}. This implies
0<HY)<HYY YV, .. . YW)<HYY | Y)=0

where the last inequality follows from [5, Theorem 2.6.5]. Thus, h = 0. O

In order to get a complete picture, we show that the entropy is zero for recurrent random
walks:

Corollary 7.2. If (X})nen, is recurrent then h = 0.

Proof. Clearly, —1E [log m,,(X,)] > 0. Assume now that limsup,,_,, —2+E[log m,(X,)] =
¢ > 0. Then there is a (deterministic) sequence (ng)ren such that, for any €1 € (0, ¢),

1
—n—]E[log Ty (Xnp)] > c—e1>0 (7.2)
k

for all k£ € N. Denote by €p the minimal occuring positive single-step transition probability
of (Xp)nen,- Then —nik log 7y, (X5, ) < —logeg. Choose N € N with 1/N < ¢ —¢;. Then
there is some 6 > 0 with

1 1
_ > — | > .
P[ nklogﬂnk(Xnk)_N] >5 VkeN

To see this, assume that 6 = J§; depends on k with liminfy_,., d = 0: then we get with
(7.2)

1 1
(—logeg) - o + (1 — 5k>N > fn—kE[logwnk(Xnk)] >c—eq;
If 65 tends to zero then we get a contradiction to the choice of .

Choose now £ > 0 arbitrarily small with € < §. Since £ = 0 in the recurrent case, there is

some index K € N such that for all &k > K:
§ — & < P[~logmn, (Xn,) = i /N, | Xy, | < eng] < e/ A

k

which yields the inequality

1 1
N + n—klog(é—e) < elog|Al.
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But this gives a contradiction if we make ¢ sufficiently small since the right hand side tends
to zero, but the left hand side to 4 as k — oo. Thus, limsup,, _, ., —2E[log m,,(X,)] = 0,
yielding h = 0. O

Finally, we state an inequality which connects entropy, drift and growth. For this purpose,
define AL, = {w € A* | |lw| < n} for n > 0. The growth of A* is then given by g :=
lim, o0 L log | A%, |. Since [A"| < [A%, | < n|A"|, we have g = log | A|. We get the following
connection between entropy, drift and growth:

Theorem 7.3. h < (-log|A|.

Proof. Let be e > 0. By Corollary 2.7 (1), there is some N, € N such that for all n > Ng:
1—e <P[-logmn(X,) > (h—&)n, | Xn| < (L +e)n] < e AL, ).
Taking logarithms and dividing by n gives

1 1 §
(h—e)+ n log(l —¢) < (£+e¢)- “xon log [AZ (p4ynl-

Making e arbirtraily small and sending n — oo yields the proposed claim. (]

Let us remark that similar inequalities have been proved by Kaimanovich and Woess [14] for
time and space homogeneous random walks and in [8] for random walks on free products.

7.2. Exact Formula for Unambiguous Cone Boundaries. In this subsection we give
an exact formula for the asymptotic entropy in some special case. We call ab € A% un-
ambiguous if OC (ab) = {ab}. In other words, whenever the random walk enters a subcone
of type C'(wab), w € A*, it must enter it through its single boundary point wab. We call
the cone type 7(C'(ab)) also unambiguous. Existence of an unambiguous cone allows us to
“cut” the random walk into i.i.d. pieces and to obtain a formula for the entropy H(Y). For

n €N, xg,...,2, € W, and unambiguous ab € A? define
w(ab, o, ..., xy) = P[Wg =x9,..., Wy, =a,,[W,] = ab|[W1} = ab],
’(D((lb,LEQ,...,(En) = Z ]P)[WQ =Y2,---, Wy = yn, [Wn] :ab‘[wl] :ab]v
Y2,...,yn €EW0:
yiEac(ﬁi)
for 2<i<n

In particular, w(ab, x2) = P[Wy = x2,[W3] = ab|[W1] = ab]. Recall that v denotes the
invariant probability measure of the process (ir, Wi )ren. For unambiguous ab € A?, set

Vgp 1= Z V(imn, ).
(im,n,z)EW:[z]=ab
Then:

Theorem 7.4. If ab € A? is unambiguous, then

H(Y) :—z/abz Z Z w(ab, xa, ..., xy)logw(ab, za,. .., xy,).

n>1  xo,..xtpn_1EWH:  TnE€Wp:
[x;]#ab for 2<i<n—1 [xn]=ab
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Proof. Write o := 7(C(ab)). By Proposition 5.6, we have
1
——logP[Y1 =y, Ya=y,] 22 H(Y)
for almost every trajectory (gl, Yoo - - .) € WX For any such trajectory, we define

Ny = min{m € N|’T(Wm+1) = a} and Ny, = min{m € N|m > N1, 7(Wp1) = a}.

Define d(n) := max{k € No | N, < n}. Since Yy, has the form (¢, o,m) ,) for some cone
typet € Z,1 <m < n(t,«), and [Wy, 1] = ab for all k € N we can use the strong Markov
property as follows for all n > 1 and almost every trajectory (y,,y,,...) € Wi

P[YNj+1 :QNj+1""’YNj+" :gn | Y1 :gl""’YNj :gNj]
= P[YNj-i-l :gNj_;,_p""YNj""" :gn | [WN]-—H] = ab].

In other words, the Y}’s collect only the information which cones are entered successively,
but we know that the (N; + 1)-th cone is entered through a boundary point with last
two letters ab; hence, one can restart the process at some word ending with ab in the
above equation without changing probabilities. Therefore, we can rewrite the following
probability P[Yl =Yy Ydm) = Qd(n)] as

d(n)—1

P[Yl :gl,...,YNO :gNo] H P[YNZ'—&-I :gNi—i-l""’YNiJrl :gN- WNﬁ-l] = ab]
=0

all
Observe that the terms logP[Y 41 = -..., Yn,,, = '|[WN1~+1] = abl, i € N, are i.id.,
since one can think of starting at some Wy with [Wy] = ab and stopping at the first
time I > k with [W;] = ab. By the ergodic theorem for positive recurrent Markov chains,
d(n)/n tends almost surely to v4,. Hence, if we consider only the subsequence where n
equals one of the Np’s we obtain the following convergence for almost every trajectory
(gl,gg, ...) € WX by classical ergodic theory:

1
——logP[Y1 =y, Yam) = Y]
dn) 1

) [k’gp[‘ﬁ =Y Yoo =Yy ]

d(n)—1
+ Z logP Yy, 41 = Ynprr YN, = QNHlHWNiH] = ab]

i=0
n— oo ~
STy —Vabz Z Z w(ab, xa, ..., xL_1,z)logw(ab, xa,. .., 51, T).
k>1x2,...,.x_1EWp: €Wy
[z;]#ab [z]=ab
for 2<i<k—1

This proves the claim. O
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8. ANALYTICITY OF ENTROPY

The random walk on A* depends on finitely many parameters which are described by the
transition probabilities p(wy, we), w1, ws € A* with |wi] < 2 and |we| < 3; see (2.1). That
is, each random walk on A* can be defined via a vector p € R‘f', where

3
B:= {(wl,wz)’wl GAUAQU{O},'LUQ € U A"

n=1

|w2|‘ < 1}.

In other words, the entry of p associated with the index (wy,w2) € B describes the value
of p(w1, ws). The support supp( ) of p is the set of indices in B corresponding to non-zero

entries of p. Fix now any p € Rl | such that p, describes a well-defined, transient random
walk on A*, and let P(po) be the set of vectors p € RIBI with support supp(po) which allow
well-defined, transient random walks on A*. The set ’P(po) can be described by an open
polygonal bounded convex set in R? with some suitable d < |B| — 1 which depends on
supp(go); recall that £ > 0 if and only if (X, )nen, is transient, and from the formula of ¢
in [7, Theorem 2.4] follows that ¢ varies continuously in p, yielding that there is some open
neighbourhood of P, in R? where (Xn)nen, remains still transient. We now ask whether
the entropy mapping p +— h = hg varies real-analytically on P(Bo)'

In the next subsection we will introduce a new Markov chain which is related to the
last entry time process and leads under the projection 7(-,-) to a hidden Markov chain
with same distribution as (Y )ken. Afterwards we will be able to prove Theorem 2.6 in
Subsection 8.2.

8.1. Modified Last Entry Time Process. The aim of this subsection is the construction
of a Markov chain related to the last entry time process (ix, Wy )ren such that the transition
matrix has strictly positive entries and the modified process leads under 7(-,-) (see (5.5))
to a hidden Markov chain with same asymptotic entropy.

Let be ab,aiby,ashy € A%, and let Cj,, be the first cone of type j in the covering of
C(apby) with 7(C(a1b1)) = i and let C’jkl be the [-th subcone of type j in the covering
of C(azbz) with 7(C(agbz)) = k. Assume that yo € 9C}, | with [yo] = ab. Since Cj,, and

Cj,., are isomorphic, there is some unique gjg’j ¢ A* such that gjg’j’ab]ab € 0Cj, ,; see

Section 4.1. In the following we will sometimes omit the superindex [i, 7, ab] and use the

notation gy = gjg T gy describing this replacement.

For i,j € T and ab € A? with 7(C(ab)) = 7, we write
#{jst | s #1i,ab} = ‘{(js,t,w) € W|[w] =ab,s €T\ {i},1 <t < n(s,])H

It is not hard to see that #{js+ | s # t,a1b1} = #{jss | s # i, a2b2} if 7(C(a1by)) =
7(C(agb2)) but this will not be relevant for our proofs, so we omit further explanations. Let
be (ix1, ), (jmn,y) € W with [y] = ab € A%, This implies 7(C(z)) = i and y[2 ¢ 9C;, .,
where Cj, , is the first cone of type j in the covering of C'([z]). Define the following transition
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probabilities on W:

ifm=iAn=1,

1 £([y])
?é(fj]s),t\s;éi,ab}ﬂ 5([1‘])E(m? Y),
0kt 2), Gmao ) 3= 4 gy ) ifm=iAn>2,

€ =12,7,a : ;
o e L, 91 ab), it m

It is easy to see that these transition probabilities define a Markov chain (inherited from
the Markov chain (ix, Wi )gen): in the case m =i An > 2 we just have

qA((ik,la LU), (.j’m,na y)) = P[(IQa WZ) = (jm,na y) ‘ (ila Wl) = (ik,l; x)]a
otherwise we have, for (j;1,y) € W,

Q((ies ), G )+ > (kg @), (s w))
(js,t 7w)EWZ
s#i,[w]=ab,
1<t<n(s,j)

= P[(i2, Wa2) = (ji,1,y) | (iz, Wa) = (iry, z)]

since y = gl7%lgb by definition. In other words, each step from (k05 ) tO (Jm,n,y) either
behaves according to (5.4) (case m = i and n > 2) or the step from (ig;,x) to (ji1,y)
(when seen as a step of the process (ix, Wy )ren)) is split up into different equally likely
steps (i1, @) t0 (jmn,yab) with m # i or m = i An = 1. Observe that the transitions
depend only on [z] in the first argument of ¢(-, -). By Proposition 5.4, the transition matrix

Q= ((j((ik’l, ), (Jmns y))) is stochastic and governs a positive recurrent, aperiodic Markov

chain (tg,Xx)ken. In particular, @ has strictly positive entries. The initial distribution fi;
of (t1,x1) is defined as

fi1(im > ) = P[(i1, W1) = (imn, 2)] >0
for (imm,x) € W.
The process ((tk7 Xk), (b1, ka)) Len 18 again a positive recurrent, aperiodic Markov chain

whose transition matrix is denoted by @2 (arising from @) We now define a new hidden
Markov chain (Zg)ren by

Zi, = m((tr, %), (brg1,Xp41)) -
Observe that at this point the second branch in the definition of 7 in (5.5) comes into play
for the definition of Zj. The crucial point is the following proposition:

Proposition 8.1. For all (s, tM), ... (st ™)) e W,

PlY; = (sW,tW), ... Y, = (s, t™)] = P[Zy = (sW, D), Z, = (s, tM)].
Since the proof of this proposition consists of an long induction with tedious calculations
we omit it at this place and give it in Appendix C.

The statement of the last proposition can be formulated in other words: the process gov-
erned by @ can be seen as a last entry time process, where one has more subcones to enter
(namely, the subcones of indices jj, k # i, when being currently in a cone of type i), but
the projection 7 (in particular due to the second branch in its definition in (5.5)) folds
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the process down to the same hidden Markov chain (Y )ren in terms of probability. With
Propositions 5.6 and 8.1 we immediately obtain:

Corollary 8.2. For almost every realisation ((5(1),t(1))7 (5(2),t(2))7 .. ) € WFJ,

H(Y) = lim — L 1og B[z, = (s, D), ..., Z,, = (s, ()],

n—oo N

d

The important difference between the underlying Markov chains ( (5, %), (bk41, Xk4+1)) N

and ((ix, W), (ikH’W’fH))keN is that the transition matrix @2 has strictly positive en-
tries, while this must not necessarily hold for the transition matrix of the Markov chain
(i, W), (igt1, Wkﬂ))keN' This property will be important later.

8.2. Proof of Theorem 2.6. The crucial point will be the following lemma:

Lemma 8.3. The transition probabilities q(wi,ws), wy,ws € Wy, vary real-analytically
w.r.t. p € P(p,)-

Proof. In order to show that g(wy,ws) varies real-analytically in p it suffices to show
analyticity of H(ab,c), ab € A% ¢ € A, and L(ab,cde), d,e € A, due to Proposition 5.1.
The function z — H (ab, ¢|z) has radius of convergence bigger than 1, which can be easily
deduced from Lemma 6.1. Thus, for § > 0 small enough, we have

oo > H(ab,c|]l +0) = Z}P’ab[Xn =c,Vm <n:|X,|>2](1+0)".

n>1

The probability Puy[X, = ¢,Ym < n :|X,,| > 2] can be rewritten as

n nq
E c(ny,...,ng)pit - ... -pyt, c(ny,...,ng) € Ny,
ni,...,ng>1:
ni+-+ng=n

where p1,...,pq correspond to the non-zero entries of the vector p. Therefore,

H(ab,c1+6)=> > cna,...,na)(pr(1+8)™ ... (pa(1 +6))™ < 0.

n>1 ni,...,ng>1:

ni+-+ng=n
Hence, p lies in the interior of the domain of convergence of H(ab,c|l) when considered
as a multivariate power series in the variables of supp(p) = {p1,...,pa}. This yields real-
analyticity of H(ab,c[1) in p. Analyticity of £(ab) follows now directly from its defini-
tion. One can show completely analogously that the functions L(ab, cde|l) vary also real-
analytically in p since L(ab, cde|z) has also radius of convergence bigger than 1, which can
also be easily deduced from Lemma 6.1. This proves the statement of the lemma. ]

Now we can prove:
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Proof of Theorem 2.6. The claim follows now via the equation h = ¢- H(Y)/\. By Lemma
8.3, the invariant probability measure v of the process (Wy)gen varies real-analytically in
some neighbourhood of Py since 1y is the solution of a linear system of equations in terms
of ¢(+,-); hence, A (given in (5.8)) varies analytically.

Moreover, the transition matrix Qs of the process ((tk,xk), (tk‘*‘l’xk‘*‘l))keN has strictly
positive entries. Therefore, we can apply the analyticity result for entropies of hidden
Markov chains of Han and Marcus [12, Theorem 1.1] on (Zg)ren and obtain together with
Corollary 8.2 that H(Y) is also real-analytic in some neighbourhood of py: at this point

it is crucial that @2 has strictly positive entries in order to be able to apply [12, Theorem
1.1], which was our motivation for the definition of the process (ty,xi)reny and (Zg)ren-

Real-analyticity of £ can be shown completely analogously to the proof of Lemma 8.3 with
the help of the formula for ¢ given in [7, Theorem 2.4]. This finishes the proof. ]

APPENDIX A. REMARKS ON ASSUMPTIONS 2.1 AND 2.4

A.1. Generalization of Suffix-Irreducibility. In this section we make a discussion on
Assumption 2.4, where we show how to relax this condition in some way and that it
cannot be dropped completely. First, recall that suffix-irreducibility leads to the fact that
the process (W )gen is irreducible. One can weaken the asssumption of suffix-irreducibility
to the assumption that

PVneN: |X,| > |w||Xo=w] >0 YweL, (A1)

or equivalently that H(ab,c|1) < 1 for all a,b,c¢ € A. This means that, for every w € L,
there is some ab € A2 such that

PEn e N: [X,] = ab,Vk < n:|Xg| > |w|| Xo=w] >0 and H(ab, 1) < 1.

In this case the process (Wp)ren is not necessarily irreducible any more, but it still has
a finite state space. Let C1,...,C, be the essential classes of the state space of (Wy)ken-
Then (Wy)ren will almost surely take only values in one of these classes up to finitely
many exemptions for small & € N; the class depends then on the concrete realization. If we
condition on the fact that (Wy)gen will finally enter the class Cj, then — on this event —
the entropy rate h; and the drift ¢; can be calculated as shown in the irreducible case and
as in [7]: we just have to replace (Wy)ken by (Wrik)ken, where T is the smallest index
with 7(Wy) € C;. The overall entropy rate and drift are then given by

1 T
h = nhi& EE[_ logm(X,)] = ;hi - P[(Wp)ken finally enters Cj],

1 T
lim —E[|X,[] =Y € - P[(Wg)gen finally enters Cj].

n—o00 1, —
1=

~
Il

Since the probabilities P[(W,)ien finally enters C;] are the solutions of a finite system of
linear equations with coefficients ¢(-, ), they vary also analytically. Hence, condition (A.1)
also implies our result on analyticity of the entropy.
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If the property (A.1) does not hold, then the random walk may take some long deviations
between the last entry times e and e such that Eley — ep_1] = 00; see Example A.1
below. One can show that, in the case of infinite expectation, this leads to lim,_,~, k/er = 0,
implying lim inf,,_,~ | X, |/n = 0; an analogous statement is shown in [9], where the proof
can be adapted easily to the present context. This allows no conclusion on the entropy with
our techniques, since [(X,,) = —log L(0, X,,|1) can not be compared with — log 7, (X,,) any
more as it was done in the proof of Proposition 5.10. But we underline that this setting
with deviations of expected infinite length constitutes a degenerate case.

Example A.1. Let be A= {a,b,c,d} and set

1 1 1
p(o,al) :p(al,o) = Z Va, € {a7b7 C}a p(o, d) = Z? p(d, 0) = 53

1
p(al,alag) = p(alag,al) = Z Val S {a,b,c},ag S A\{al},ag S .A\ {al,d},

1
plaraz, arazaz) = 7 Va,az € {a,b,c}, a1 # az,Vaz € A\ {az},
1

p(ad, add) = p(bd, bdd) = p(ed, edd) = 3

1 1
57 p(ad, a) = p(bda b) = p(Cdv C) - 5
The associated graph G can be identified as follows: the vertex set is given by T x Ng, where
Ts = (Z/27) * (Z)2Z) * (Z/2Z) = {a,b,c | a* = b* = ¢* = 1), and the adjacency relation is
defined via (ay ...ag,m) ~ (by...b,n) if and only if

p(d,dd) = p(dd, ddd) = p(dd,d) =

ay...ap=by...5 Alm—n|=1 or
m=n=0Ak=I0l+1ANay...a5_1=0b1...bj Nax, #a_1 or
m=n=0ANk+1=1ANay...ap =by...0j_1 Nbj # b_1.

The graph G can be visualized as follows: take a homogeneous tree of degree 3, where the
vertices are described by words over {a,b,c} such that two consecutive letters are different;
attach to each vertex a half-line N, where the steps on the half-line are made with equal
probability of %; the vertices (w,0) correspond to the vertices of the tree and one chooses
with equal probability of% one of the four neighbour vertices for the next step. This implies
that the random walk will stay only for some finite time in each half-line before making a
step in the tree part of G. Moreover, it is not hard to see that the random walk converges to
some infinite word over the subalphabet {a,b,c}. But it is well-known that the random walk
needs in expectation infinite time to leave one of the halflines, that is, the expected time for
reaching “a” when starting at “ad” is infinite. This implies that Eley — e_1] = co.

A.2. Weak Symmetry Assumption. The purpose for introducing the weak symme-
try assumption is that the random walk becomes irreducible and that the cones become
strongly connected subgraphs. A weaker but still sufficient condition is given as follows: if
wp € L and wy, wy € C(wg) with

PEn e N: X, = wo,Ym <n: X, € C(wy) | Xo =wy] >0

163



PUBLICATION D. ASYMPTOTIC ENTROPY OF RAND. WALKS ON REG. LANG.

ASYMPTOTIC ENTROPY OF RANDOM WALKS ON REGULAR LANGUAGES 39

then P[n € N : X,, = w1,Vm < n: X,;, € C(wp) | Xo = wg] > 0. Under this weaker
condition the random walk still remains irreducible and the Green function’s radius of
convergence R is strictly bigger than 1. Also, the cones remain strongly connected and

C(w) = C') if w' € 0C (w).

If this connectedness of cones is not satisfied then the definition of cones and coverings
of cones by subcones gets more complicated. In that case the coverings depend on the
boundary point from which one constructs the covering yielding coverings by possibly non-
disjoint subcones. In particular, Lemma 4.2 does not necessarily hold. This would lead
to a more detailed and complicated case distinction in order to get coverings by disjoint
subcones. Since there will be no additional gain and the involving techniques remain the
same we used weak symmetry for ease of presentation.

APPENDIX B. SWITCHING FROM THE K-DEPENDENT CASE TO THE BLOCKED LETTER
LANGUAGE

In this section we make a discussion on the transition from the K-dependent case (that
is, the transition probabilities depend on the last K letters and between two steps of the
random walk only the last K letters may be replaced by a word of length of at most 2K)
to the blocked letter language (that is, blocking words of length of at most K to new single
letters such that we are in the situation defined via (2.1)). In the K-dependent case the
general transition probabilities have the form

]P)[XnJrl = wy | X, = ’U.)JI} = p(:r,y), (Bl)

where w, z,y € A* with z being a word consisting of K letters and y being a word consisting
of at most 2K letters.

Obviously, if the K-dependent random walk is weakly symmetric then the random walk
on the blocked letter language is weakly symmetric, too. Suffix-irreducibility in the K-
dependent case means that, for all w € £ and every wy € AX, the random walk starting
at w has positive probability to visit some word ending with wg by only passing through
words in A . However, suffix-irreducibility in the K-dependent case does, in general,
not necessarily yield suffix-irreducibility of the blocked letter language. But as already
explained in Appendix A.1 suffix irreducibility can be relaxed by the assumption (A.1),
and the blocked letter language inherits this assumption from the K-dependent case.

Finally, we want to discuss the cases when the K-dependent random walk is expanding or
not. Define cones in the K-dependent case as at the beginning of Subsection 4.1. For any
w € A*, denote by [w]k the last K letters. Two cones C'(wy) and C(ws), wi,we € A* are
then isomorphic if C'([w1]x) = C([we]k ). The same properties of cones and coverings (that
is, nestedness or disjointness of cones, construction of coverings of cones by subcones, etc.)
from Section 4 can be transferred to the K-dependent case analogously. If the graph G is not
expanding in the K-dependent case then one can show analogously as in Subsection 4.2.2
that the random walk converges to one out of finitely many deterministic infinite words. In
the following we will show that blocked letter language random walk is expanding if G is
expanding in the K-dependent case. Recall that X, is the infinite limiting random word
of our K-dependent random walk.
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Lemma B.1. If the K-dependent random walk is expanding then the support of X is
infinite.

Proof. Assume that X, has finite support. Choose N € N large enough such that each
connected component of G\ {w € L | |w| < N} (that is, remove from G all vertices
w € L with |w| < N and their adjacent edges) contains in its closure only one point of
the support of X,. Take any of these connected components and denote it by C, and take
any wg € C with |wg| = N. Then P[Vn > 1 : |X,| > |wo| | Xo = wp] > 0. Since each
cone contains at least two proper subcones, we can find disjoint subcones C(w;), C(w2) of
C'(wp) such that wy, wy € L with |wy| = Jwa| > |wy| + K. Due to condition (A.1) we have
PVn > 1:|X,| > |w;| | Xo = w;] > 0 for each i € {1,2}. We remark that this follows also
from suffix-irreducibility. That is, if the random walk escapes to infinity inside C'(wyg) then
it can escape to infinity via the cone C'(wy) or via the cone C'(ws), which is disjoint from
C(wy). Thus, we have found two different boundary points of X, which lie in the closure
of C, a contradiction to our choice of N and C. Consequently, the support of X, cannot
be finite. O

Now we get:

Corollary B.2. If the K-dependent random walk is expanding then the associated blocked
letter language random walk is also expanding.

Proof. Assume that the blocked letter language random walk is not expanding. Denote
by Xéf) the infinite limiting word w.r.t. the blocked letter language. Then Xéf) is quasi-
deterministic, that is, its support is a finite subset of AIE, where Ap is the blocked letter
language alphabet. But this yields that X, has also finite support in AY, and this in turn

implies by the previous lemma that the K-dependent case cannot be expanding. O

Hence, concerning the property “expanding” we have shown that there is no gain or loss
when switching from K-dependent random walks to the blocked letter language random
walk.

APPENDIX C. PROOFS

In this section we give the missing proofs of some lemmas and propositions, which we
omitted earlier for sake of better readability.

Proof of Lemma /.1.
Let be wy = ay...am, wg = by...b, € ‘A*Z2 with a1,...,am,b1,...,b, € A such that
C(wy) and C(ws9) are isomorphic.

Proof of (1): since C'(wy) and C(ws) are isomorphic we have C'(Jw;]) = C([ws]), and thus

[wi] = am—1am € C([w1]) = C([wa]). Hence, there is a path ([wa],u1, ..., ug, Gm—1am)
through words uy,...,u; € .,4*22. Ifw =ay...am ow € C(wy) with w € .,4*22 then there is
a path (wy,w],...,wj,w') through words wi,...,wj € A;\wll' This yields that w] has the
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form wji = ay ... ap—ow] with some w; € A%, that is, the path (am—1am, w7, ..., w],w)
has positive probability to be performed. But this implies that

<w2 = b1 ‘e bn_g[wg], b1 N bn_gul, ‘e ,bl ‘e bn_guk, b1 ‘e bn_gam_lam,
by ... bn_gw’f, s brl bn_g’w;/, by... bn_Q’lZ)>

is a path through words in A% that is, by ... b,_ow € C(wsq). Thus, ¢ is well-defined.

>|wal?

Since any w € C(w;) and its image ¢(w) differ only by different (constant) prefixes the
mapping ¢ is obviously a bijection. Moreover, if w = ay...apm—2¢1...c; € C(wy) with
1y €Ak >2and W =aq...am_201...cp_ow € C(wy) with w' € A*, 1 < |u/| <
3, and (k —2) + |w'| > 2 (otherwise w ¢ C(wy)), then

p(w,w) = p(Ck—wk,w/) =p(b1...bp—2c1...Chb1.. by_acr ... Ck—2w/) = p(@(w)a <P(U7))~
This yields (1).

Proof of (2): this follows directly from (1) by the bijection ¢ and the fact that the adjacency
relation is given through positive single-step transition probabilities. Hence, C(w;) and
C'(we) are isomorphic as subgraphs of G. d

Proof of Lemma 4.2.
Let be wi,wy € A%, W.lo.g. assume that |wi| < |ws|. Moreover, assume that the
cones C'(wy) and C(wsy) are not nested in each other and that C(wi) N C(wq) # 0.
Let be wyg € C(wy) N C(ws2). Then there is a path (wi,w],..., w),wy) through words
wy, ..., wy € A*>\w1| and there is a path (wa,w!, ..., w}, wo) through words wY,...,w} €
*lea\ C A;\wll' By weak symmetry, there is a path (wi,w!, ..., wy,wo,w;,... wY,wa)
*
Z|wa |’

contradiction. This yields the first part of the lemma.

through words in A and hence wy € C(wq) which in turn implies C(wq) C C(wy), a

In order to prove the second part assume that |wq| = |wa| and w.l.o.g. C(wy) C C(ws).
It remains to show that we have then C'(w;) = C'(w2). Since w; € C'(w2) there is a path
(wg, W1, . . ., Wy, wy) through words wy,..., W, € A’;‘wz‘. If w € C(wsy) then there is a
path (wa, w1, ..., Wy, w) through words w1,...,w, € .A*>‘w2‘. Thus, there is a path

<U)1,’U_)m,...,wl,w2,w1,...7wn,w>

though words in A% ‘A*>|w1\' Hence, C'(wy) € C(wy) which yields C'(w2) = C(wy). O

>lwa|

For the next proof we need the following properties: if aiby, asby € A% with 7(C(a1b1)) =
7(C(agb2)) then we have C(a1b1) = C(agba) (see Lemma 4.2) and therefore agbe € C(aqby).
In this case we also have IL(a;b1,w) > 0 for w € A%, if and only if I.(azbs, w) > 0. This
follows from the simple fact that asby € C'(a1by) implies that there are paths from a1b; to
asby (and vice versa) through words in A%,.

Proof of Lemma 5.2.
By definition, we obviously have supp(P[W; = -]) = Wy. For k > 1 we show both inclu-
sions. Let be y € Wy. Then there are wy € A* and ab € A? with woab € U;Lil 8(7](»0) and
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woy € S(wpab) and

P[Wo = woab, W1 =y] = > Glo,w') - p(w', woab) - L(woab, woy) - £([y))
w'€L\C(woab)

= Z G(o,w') - p(w', woab) - L(ab,y) - £([y]) > 0.
w’€L\C(woab)

Take now any wab € supp(P[Xe,_, = -]). Since the covering of every cone contains subcones

of all different types, the cone C(wab) has in its covering a cone of type 7(C(ab)). Hence,
there are wy € A*, apb, € A? with wwgapby € S(wab), 7(Clagby)) = 7(C(ab)) and
my, € N such that p(mk)(o, wwgagby) > 0. Thus,

P[Wk = y] > P[Xek71 = wwiarby, Wi = y]

= > G(o,w') - p(w', wwyagby) - L(wwgarby, dwyy) - £([y])
w’EL\C(ﬂ)wkakbk)

= Z G(Oa ’LU/) : p<w/7 wwkakbk) ! ]L(a’kbka y) : 5([y})
w’EL\C(ﬂ)wkakbk)

By the remark before the lemma, we have L(agbg,y) > 0 and therefore P[W;, = y] > 0,
yielding Wy C supp(P[Wy, = -]).

For the other direction, take any y € supp(P[Wj = -]). Then there is some wy_1ab € L
such that

0 < PXe, , =wg_1ab, Xe, = wi_1Y]

= > G(o,w') - p(w', wy—1ab) - L(wg—1ab, w—1y) - £([y]).
w'€L\C(wg_1ab)

In particular, IL(ab, y) > 0. Since the initial covering of £ contains a cone of type 7(C/(ab))
there are wy € A*, apby € A? and some m € N such that woagby € 2, 802-(0), 7(C(agby)) =

7(C(ab)) and p(™ (0, wpapby) > 0. Observe again that L(agbo,y) > 0 by the remark before
the lemma. Therefore,

PW; =y] > P[Wy = woaoby, W1 = y| = P[Xe, = woaoby, W1 = y]
= > G(o,w') - p(w', woaobo) - L(woaobo, woy) - ([y])
w’eﬁ\c(’woaobo)

— > G(o,w") - p(w', woagbo) - L(aobo,y) - £([y]) > 0.
w'€L\C(woaobo)

This yields supp(P[Wy; = -]) € supp(P[W; = ]) = Wy and the claim of the lemma
follows. O

Proof of Proposition 5.4.
It remains to show that the support of each (i, Wy) equals W and that ((ik, Wk))
positive recurrent and aperiodic.

keN 18

167



PUBLICATION D. ASYMPTOTIC ENTROPY OF RAND. WALKS ON REG. LANG.

ASYMPTOTIC ENTROPY OF RANDOM WALKS ON REGULAR LANGUAGES 43

First, we show that supp(P[(ix, Wx) = -]) = W for k& > 1. For this purpose, let be
(Jin,x) € supp(P[(ix, W) = -]). Then there is some wy_jag_1bg—1 € L with

P[Xe, , = wp_1ap_1bg—1, Wy, = 2]

= Z G(o,w")p(w', wi—1ag—1bg—1)L(ag_1bp—1, 2)&([x]) > 0,
w'€L\C(wg—1ax_1bk_1)
7(C(ap_1bg—1)) = i and C(z) being the n-th subcone of type j in the covering of the
cone C(ag—1bg—1). If & = 1 then (j;n,x) € W. In the case k > 1 take any woagby € L
with P[W( = wpapbg] > 0 and 7(C(wpapby)) = 4. Since ag_1bp—1 € C(apby) we also have
L(aobg, z) > 0 since L(ak_1bx_1,x) > 0 (recall the remark before Lemma 5.2). Then:

P[Wy = woagby, W1 = z] = Z G(o,w")p(w', woapbo)L(agby, z)E([z]) > 0,
wleﬁ\c(woaobo)
yielding (j; n,x) € W.
For the other inclusion, let be (jin,2) € W. Then there is some woapby € £ with

P[Wjy = woagby, W1 = z] = Z G(o,w")p(w', woagbo)L(agby, z)E([z]) > 0,
w'€L\C(woapbo)

7(C(apbo)) = i and C(x) being the n-th subcone of type j in the covering of C(agby). If
k=1 then (j;n,z) € supp(P[(i1, W1) = -]). In the case k > 1 take any wy_saj_2bx_2 € L
with P[Xe, , = wg_2ak_2bg—2] > 0. Then C(wy_2ax_2bk_2) has in its covering a subcone
C(wg—1ak—1bg—1) of type i. Since ap_1bx—1 € C(apby) we have L(ag_1bx_1,2) > 0 due
to L(apbp, z) > 0 (once again recall the remark before Lemma 5.2) and C(x) is the n-th
subcone of type j in the covering of C'(ag_1bx_1) = C(agbg). Hence,

Pl(ix, Wi) = (Jin, x)] > P[Xe, |, = Wk—1ak-1bp—1, Xe, = wp_17]

> > G(o,w")p(w', wy—1ap1bp—1)L(ag_1bg—1, )§([z]) > 0,
w'€L\C(wg_1ak_1bk_1)
yielding W C supp(P[(ix, W) = *]), and therefore W = supp(P[(ix, W) = *]).
The next task is to show irreducibility, which implies positive recurrence due to finiteness
of W. Let be (imn,w1), (Jst, w2) € W. Take any w € W, such that ¢(w;,w) > 0 and

7(C(w)) = s, which exists by construction of coverings. Then wy € 9Cj, ,([w]), that is,
C'(w2) is the ¢-th subcone of type j in the covering of C([w]), yielding ¢(w,w9) > 0. Hence,

P[(is, W3) = (Jist; w2) | (i1, W1) = (imn, w1)] (C.1)
> P[Wg = wy, Wy = w | (i1,W1) = (imm,wl)]

= q(w,w) - q(w, wy) > 0.

Here, we used the fact that i3 = j, ; is uniquely determined by wy, w, wo and that this prob-

ability does not depend on m and n. This yields irreducbility of the process ((ix, W)), o

It follows that the period of the process is at most 2. In order to see aperiodicity, take any
wi, wy € W with P[(i2, W) = ws | (i1, W1) = wi] > 0. Then we get analogously to (C.1):
P[(is, Wy) = wy, (iz, Wa) = wy | (i1, W1) = w;]

= P(i2, W2) = w2 | (i1, W) =_1] P[4, Wy) = w1 | (i2, W2) = wa] > 0.
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That is, the period of the process is 1. This finishes the proof. a

The following lemma was used in the proof of Proposition 5.8:

Lemma C.1. For almost every realisation (x1,Y,,Y,,---) of (Xe;s Y1,Y2,...),

. 1
H(Y) = lim —ElogIF’[C(Xel) =C(r1), Y1 = Ypoooos Yi :gk].

k—o0

Proof. We recall the notation from the proof of Proposition 5.8: let be k£ € N and assume
for the moment that W; = ya;b;, where y; € A*\ {0} and a;b; € A? for 0 <[ < k. That
is, Xe, = You1 - - - yraghy. We write Yy = (4,t(1), where j = 7(C(a1by)), and Y; = (s©, )
for 2 < 1 < k, where the values of s@, ..., s® =D and tM ... ¢+~ are determined by the
values of W; = y;a;b;. Vice versa, given Xe, the values of s@ gD and ¢ kD)
determine uniquely the cones C(ya;b): indeed, Xe, and t™) determine uniquely C/(Xo,)
and therefore also C(W3) = C(y2a2b2); inductively, given C(Xe,) of type s then t®
determines uniquely C(Xe,, ) and C(Wiy1) = C(yi410141b141). We mark it by (x) when
we make use of this “transition”.

Recall that the covering of L consists of ng subcones Ci(o), 1 < i < ng. Each CZ.(O) has
again a covering consisting of n(T(Ci(O)), Jj) subcones of type j. We enumerate all these

subcones of type j by Cj(lk) with 1 <k < Nj =370 n(T(C(O)),j), that is, we enumerate

(3

all subcones of type j which appear in the coverings of all Ci(o), 1 <9< ng.

Since W, is finite, there is some constant ¢ > 0 such that
c- P[Xel = x] < P[Xel = y]

for all x,y € Ugil GC’](.},C) C supp(P[Xe, = -]).

In the following we will show that P[C(Xe,) = C(21), Y1 = Yprooos Yo = gk] is comparable
with P[Yl =Yy Y= ﬂk]’ which proves the claim. First, we have for k > 2:

Nj-P[Xe, € Clyoyraibr), Y1 = (5, 1), Yo = (s@,t®), ... ¥,y = (s*D 1= D)]

= Nj- Z Z P[Xe, = 7, Xe, = yoy1we, - -, Xe, = Y0+ - - Yr—1Wk]

xGaC(yoylalbl) wa,...,wELEWp:
w; €0C (yiaib;)
for all 2<i<k

N; - Z P[Xe, = z]P[Xe, = yoy1w2, ..., Xep = Y0 - - Yb—1Wk | Xe; = ]

z€0C (yoy1a1b1);
w2,...,wEEWO:
w; €9C (y;a:b;)
for all 2<i<k

—
*
N
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k
= Nj- Z Z P[Xe, = z]q(y1[z], wo) HQ(wi—la'wi)
z€0C (yoy1a1br) wa,...,wr€Wp: =3

wi€ac(yiaibi)
for all 2<i<k

- Z Z Z P[Xe, = x]IP’[W2 = w2HXe1] = [«’U]] HQ(wiflywi)-
I=1 z€0C(yoy1a1b1) w2,...,wrEWp: =3

w¢€8C(y,;aib7;)

for all 2<i<k
For a moment, let be dC (yoy1a1b1) = {yoyicidi, ..., yoyicxds}. Then foralll € {1,..., N;}
there is some v; € A* such that 60;11) = {ye1dy, . .. ,vicedys t. Therefore, for every x €
0C(yoy1a1b1) and each I € {1,...,N;} there is exactly one &; € 80;711) with [#;] = [z],
]P[Xel = 1‘] >c- P[Xel = .f,‘l] and ]P)[Wg = U}QHXQJ = [JIH = P[Wg = w2|[Xe1] = [il]] for
all wy € Wy. The last equation follows from the fact that the probabilities depend on X,
only by its last two letters [Xe,] in the condition. We write &; for this mapping (z,1) — ;.

Hence,
N; - Xe, € C(yoyrarbr), Y1 = (5,t0),
J (s 2,1 ), - .,,Yk_l (S(kfl),t(kfl))
N; k
= D, PlXe, = @P[Wo = wy | [Xe] = (@] ] | awio,wi)
=1 eac(yoylalbl) wa,...,wELEWp: 4

w; €0C (y;aib;)
for all 2<i<k

- Z Z ¢ P[Xe, = w] - P[Wy = wy|[Xe,] = [w] 'HQ(wi—l,wi)

=1 1) w wiEW, =3
9C 2, WEEWp:
we it wleac(yzaz 2)
for all 2<i<k

= ¢ P[Y1= (1), Yo = (5@ @), Y = (sF )]

2
Bl

Vice versa, we obviously have

P[Xe, € Clyoyraibr), Y1 = (j,tV), Yo = (s@ 4@y, ... Y, = (sFD =1
PIY1 = (1), Yo = (s, @), ¥ = (P70

IN

This proves the claim. O

Proof of Proposition 8.1. Let be (s ¢M) ... (s t() € W,. We prove the claim by
induction on n. First, let be j,s € 7 and t() = jm with 2 < m < n(s,j), and let
agbo, ab € A? with T(C(aobo)) = s and 7(C(ab)) = j. If C} 1, is the m-th cone of type j in
the covering of C(agbg) then there is a unique word zy = a‘cgs’]’m’ab] € A* with Zoab € 9C .

170



PUBLICATION D. ASYMPTOTIC ENTROPY OF RAND. WALKS ON REG. LANG.

46 LORENZ A. GILCH

With this notation we get:

P[Y1 = (5,jm), [Wa] = ab] = > P, Wi) = (ske.2)] - q(x, Toab)

(up,1,x)EW =5

= Z fi1 (510 )G (S @), (Js,m» Toab))

(up,1,x)EW:u=s
= P[Z1 = (s,)m), [x2] = ab].

Now we turn to the case t1) = j;. Once again, if Cj;1 is the first cone of type j in the

covering of C(agbg) then there is some unique Ty = f([)s’j’l’ab] € A* with Zgab € 0C;;. We
get:

]P)[Zl = (S,jl), [XQ] = ab]
= Z fi1 (8K, ) [Q((Sk,laz)a (js,1, Toab)) + Z q((srp, ), (jp,q7y))}

(up,1,x)EW:u=5 (tp,q,y)EW:
t=j,p#s;[y|=ab
o Z ﬂ (Sk-l l’) |: Q((Sk,l7x)7 (js,lajoab)) + Q((Sk,hx)a (js,h*’foab)) :|
- 1 N3
(g 1,)EW: #{tﬁl,m | K1 7é S, ab} +1 (tp,q,_y)EW: #{tm,m | K1 7é 5, ab} +1
u=s t=J,p7S,

[y]=ab

= Z P[(i1, W1) = (s, 2)] - q(z, Zoab) = P[Y1 = (s,51), [W2] = ab].
(up,1,x)EW:u=5

Now, in both cases we obtain

P[Z, = (s,tV)] = Z P[Z; = (s,tW), [x2] = ab]
abe A2
= Z IP’[Y1 = (s,t(l)), (W] = ab] = IP’[YI _ (s,t(l))].
abe A2

We now perform the induction step where we will use the induction assumption

P[Y: = (s,tW), ..., Y, = (s™,¢), [W,,11] = ab] (C.2)
= P[Z1=(sW,tW), .., Zy = (s t™), [xp 1] = ab].

First, consider the case (s™+1) (1)) = (s, j,,) with 5,5 € Z and 2 < m < n(s, 7). This
implies that t,41 has the form s, , and t, o = jsm. Let C;,, be the m-th cone of type
§ in the covering of C(agbp), where agby € A? with 7(C(agby)) = s. If ab € A% with
7(C(ab)) = j then there is some unique Ty = J‘:gs’]’m’ab] € A* with Zoab € 0C} . In this
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case we obtain:

P[Zl = (S(l)at(l))a R Zn+1 = (S(n+1)7jm)7 [Xn—i-l} = CL()b(), [Xn+2] = ab:l

= Z P[Zy = (sV,4D), . Zpy = (s, 1), 61 = s, X1 = wo]
(ug,1,w0) EW:
u=s,[wo]=aobo

G (81,150, (Js,m, Toab))

b)

= P[zZ, = (sW,tW), ..., Z, = (s, t™), [x,11] = agh &]L agbo, Toab

Zy = ( ) ( ) [Xn+1] oo]g(aobo)(oo oab)

_ _ (5D 4 _ () ) _ £(ab) .

= P[Yl = (S ,f ), . ,Yn = (8 ,t ), [Wn+1] = a()bo] ]L(aobo,l'oab>
&(aobo)

= P[Y; = (s, tW), Y = (5" 5), [(Waia] = aobo, [Woio] = ab].

Now we turn to the case (st ¢("+1) = (s, j;). This implies again that t,; has the
form s, .. Once again, if C'j ; is the first cone of type j in the covering of C'(agbo) (of type s)

then there is some unique oy = :E([)S’j’l’ab] € A* with Zoab € 0C;1. We get by distinguishing
whether ¢("+1) = Ji arises from t,, 19 = js 1 or t0 = ji; with k # s:

P(Zy = (s, tM), ... Zogy = (57, 1), (g1 = abo, [xn10] = ab]

= Z P[Zl = (8(1), t(l)), oLy = (S(n), t(n)), th+1 = Upq, Xn+1 = wo]

(up,q,wo) EW:
u=s,[wg]=aobo

'((j((sp,qawo)v(jS,la‘foab>) + Z q((sp,q7w0)7<jk,l7y))>
(tk,1,y) EW:
t:j,k;és,[y]:ab

= ]P)[Zl = (5(1)7t(1))7 coes iy = (S(n)vt(n))a [Xn+1] = aObO]
[ §(ab) LL(aobo, Zoab) - £(ab) IL(agbo, Toab) ]
§(aobo) #{jk | k # s,ab} + 1 §(aobo) #{Jry ko | K1 # 5,ab} +1

(1, y)EW:
t=j,k#s,
[y]=ab
— — (s 4 — (o) () _ £(ab) _
= ]P’[Zl = s\t 2y = (8VY YY) [ ] = aobo] L(agby, Zoab)
£(aobo)
= — (s, — ()4 _ §(ab)
= ]P)[Yl - (S N )7 cee ,Yn - (S N )7 [WnJrl] - aObO] L(aob()wroab)
&(aobo)

= P[Y1=(sWtW), . Yogr = (8" 1), [Wota] = agbo, [Wiio] = ab].
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Hence,

P[z1 = (8(1)7t(1))’ s Zopy1 = (S(n+1)7t(n+1))’ Xnp2] = ab]
D P[Zi = (W), Zng = (80D ), [x41] = agbo, [xno] = ab]
apbo€A?
Z P[Y1 = (sU,tD), .. Y1 = (s 404D) (W, 1] = agbo, [Wiio] = ab]
agbo€.A?
PIYy = (sU, W), Vi = (s t0FD) (W, o] = ab)].

This proves Equation (C.2) for all n € N, all ab € A% and all (s, tM), ... (s ™) ¢

Wk . Finally, we obtain:
P[Zy = (sW,tW), . Zy g = (s (M HD)]
= Y P[Zy=(sW W), Zygy = (s D), [x 40] = ab)]
abe A?
= Y Py =(sW W), Y = (s D) (W, o] = ab]
abeA?
= P[Y: = (sW,tW), ..., Yy = (s 10 H].
This finishes the proof. O
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