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Abstract. The distribution of binomial coefficients in residue classes modulo prime powers and with respect to the $p$-adic valuation is studied. For this purpose general asymptotic results for arithmetic functions depending on blocks of digits with respect to $q$-ary expansions are established.

1. Introduction

The main purpose of this paper is the study of the asymptotic distribution of binomial coefficients modulo prime powers. D. Singmaster [36] has proved that “any integer divides almost all binomial coefficients” in the following sense: for any integer $m \geq 2$ we have

$$\lim_{N \to \infty} \frac{2}{N(N+1)} \# \left\{ (k,n) : 0 \leq k \leq n < N \text{ and } m \not| \binom{n}{k} \right\} = 0.$$  

For prime $m$ this result could be refined in [3, 17]. There a precise asymptotic formula for the quantity above was given, furthermore it was established that the distribution in the non-zero residue classes is asymptotically uniform.

Already in [3] it turned out that the key point to describe this behaviour was a result of [19] on so-called $q$-multiplicative functions, that is arithmetical functions defined by the digital expansion in base $q$. Digital functions, first of all the sum-of-digits function, have been studied from various points of view since the 1940’s. Following [4, 11, 18, 19, 34, 42] the emphasis in this paper will be on the asymptotic behaviour of the summatory functions of such arithmetic functions, and especially on periodicity phenomena which occur in this context. We also note that distribution properties of digital functions have been studied intensively, cf. [10, 13, 15]. We will introduce and study various kinds of arithmetic functions which depend on blocks of digits.

In Section 2 we give asymptotic expansions for the summatory functions of “block-multiplicative” and mixed “block-multiplicative” and “block-additive” functions.

It has been recognized in the nineteenth century that the $p$-adic expansions of $n$ and $k$ yield information on the $p$-valuation of binomial coefficient $\binom{n}{k}$ and on its value modulo $p$.

In [28] (among many other things) E. E. Kummer expressed the $p$-valuation of $\binom{n}{k}$ in terms of the $p$-adic digits of $n$ and $k$. This result has been rediscovered several times and also generalized to multinomial coefficients (cf. [27, 37]). It is the main combinatorial
tool for the study of the number of binomial coefficients in a given row of Pascal’s triangle divisible by a given power of a prime. Partial results and exact formulæ in this direction have been obtained in [6, 25, 26].

The second historic ingredient that we use is É. Lucas’ congruence for binomial coefficients modulo primes. This congruence has been generalized in various ways since then, for instance by H. Anton, L. Stickelberger, and K. Hensel (for a detailed history we refer to Dickson’s book [12]). The last achievement, which gives a congruence similar to Lucas’ modulo prime powers, is independently due to K. S. Davis and W. Webb [8] and to A. Granville [21].

In Section 3 we use the asymptotic techniques introduced in Section 2 to describe the asymptotic behaviour of the number of such binomial coefficients up to a given row. For this purpose we recall the notation $p^j \parallel M$ to express that $p^j$ is the highest power of $p$ that divides $M$ (or equivalently that the $p$-adic valuation of $M$ is $j$). We define

$$\vartheta_j(n) = \# \left\{ k : 0 \leq k \leq n \text{ and } p^j \parallel \binom{n}{k} \right\}$$

and prove an asymptotic formula which has

$$\sum_{n < N} \vartheta_j(n) \sim \frac{1}{j!} \left( \frac{p - 1}{p + 1} \right)^{2j} \left( \log_p N \right)^j \sum_{n < N} \vartheta_0(n)$$

as a consequence. The main step in the proof is getting an expression of $\vartheta_j$ as a polynomial in block digital functions of the type studied in Section 2.

In Section 4 we use Granville’s congruence, Dirichlet characters and bivariate block multiplicative functions to derive a distribution result for binomial coefficients with given valuation modulo prime powers:

$$\# \left\{ (k, n) : 0 \leq k \leq n < N, \ p^j \parallel \binom{n}{k}, \ \text{and} \ p^{-j} \binom{n}{k} \equiv a \mod p^j \right\} \sim \frac{1}{\phi(p^j)} \sum_{n < N} \vartheta_j(n).$$

Furthermore, we show that the $p$-free parts of the binomial coefficients are uniformly distributed in $\mathbb{Z}_p^*$. (We recall that the $p$-free part of a non-zero integer $m$ is $p^{-j} m$ where $p^j \parallel m$.) We also show that the distribution of their $p$-valuations in residue classes is uniform and independent of the distribution of the $p$-free parts.

In Section 5 we give indications how to generalize our ideas to multinomial coefficients. Special formulæ for the distribution of binomial coefficients in residue classes modulo primes and prime powers have been given in [24, 43]. Related studies can also be found in [5]. Furthermore, there exists a vast literature on special congruences involving binomial coefficients; for this we refer to Granville’s survey [21].

Finally, we mention several papers that deal with properties of binomial coefficients modulo primes or prime powers from the point of view of the theory of cellular automata [2, 20, 29, 44]. A notion of complexity of Pascal’s triangle modulo any integer is studied in [1].
2. Block-multiplicative functions

We consider digital expansions of the positive integers with respect to a base \( q > 1 \). For a positive integer \( \ell \), an arithmetic function \( f : \mathbb{N} \to \mathbb{C}^* \) is called \( \ell \)-block-multiplicative, if there exists a function \( g : \{0, \ldots, q - 1\}^\ell \to \mathbb{C}^* \) with \( g(0, 0, \ldots, 0) = 1 \) such that

\[
(2.1) \quad f \left( \sum_{k=0}^{K} \varepsilon_k q^k \right) = \prod_{k=0}^{K} g(\varepsilon_k, \varepsilon_{k+1}, \ldots, \varepsilon_{k+\ell-1}),
\]

with \( \varepsilon_k = 0 \) for \( k > K \).

**Remark 1.** Additive functions with respect to \( q \)-adic digital expansions can also be viewed in the context of probabilistic number theory (cf. for instance [10, 13]). For the introduction of the according Kubilius models we refer to [33]. These models make use of the fact that the \( q \)-adic digits of integers behave asymptotically like independent random variables. We remark here that probabilistic methods would only yield the main terms in the asymptotic expansions given later, but would not reveal the periodic oscillations.

**Remark 2.** The functions satisfying (2.1) are the multiplicative analogue of digital functions ("fonctions digitales") studied by E. Cateland [7], namely

\[
(2.2) \quad f \left( \sum_{k=0}^{K} \varepsilon_k q^k \right) = \sum_{k=0}^{K} h(\varepsilon_k, \varepsilon_{k+1}, \ldots, \varepsilon_{k+\ell-1}) \quad \text{with} \quad h(0, 0, \ldots, 0) = 0.
\]

We will call these functions \( \ell \)-block-additive. For instance, 1-block-multiplicative functions are completely \( q \)-multiplicative functions in the sense studied in [19].

**Remark 3.** We will allow ourselves to change freely between a number \( n = \sum_{k=0}^{K} \varepsilon_k q^k \), its corresponding finite sequence of \( q \)-ary digits \((\varepsilon_0, \varepsilon_1, \ldots, \varepsilon_K)\) and the infinite sequence \((\varepsilon_0, \varepsilon_1, \ldots, \varepsilon_K, 0, 0, \ldots)\). Therefore we write the digits from left to right.

The study of \( q \)-additive and \( q \)-multiplicative functions \( f \) is based on finding recurrence relations for \( \sum_{n < q^s} f(n) \) and then \( \sum_{n < N} f(n) \) for arbitrary \( N \). In the case of block-additive and block-multiplicative functions these recurrences get more complicated and can be written as matrix relations. For a similar approach we refer to [13].

In the following \( B_s \) will denote the set of all digital blocks of length \( s \). For \( B \in B_s \) an expression “\( Bn \)” will indicate the concatenation of the block \( B \) with the digits of \( n \) (or the corresponding positive integer). This convention will also give us the possibility to write \( B < r \) for a block \( B \) and a positive integer \( r \), if the number corresponding to \( B \) is smaller than \( r \). This also gives a natural ordering on \( B_s \). Furthermore, we denote by \( |B| \) the length of the block \( B \).

For a given \( \ell \)-block-multiplicative function \( f \) we define the summatory function

\[
F(N) = \sum_{n < N} f(n).
\]
For fixed $s$ we introduce the functions
\[ f(n) = (f(Bn))_{B \in \mathcal{B}_s}, \]
\[ F_B(N) = \sum_{n < N} f(Bn) \]
\[ F(N) = (F_B(N))_{B \in \mathcal{B}_s}. \]

Lemma 1. Let $f$ be an $\ell$-block-multiplicative function. For fixed $s \geq \max(1, \ell - 1)$ and every non-negative integer $r$ the following equations hold
\[ f(B)f(ABC) = f(AB)f(BC) \quad \text{for } B \in \mathcal{B}_s, \text{ and } A, C \text{ blocks of arbitrary length}, \]
\[ F(BN) = \sum_{C \in \mathcal{B}_s} F_C(N) + \sum_{C < B} f(CN) \]
\[ F(q^{r+s}) = UF(q^r), \]
where the matrix $U$ is given by
\[ u_{B,C} = \begin{cases} \frac{f(BC)}{f(C)} & \text{for } f(C) \neq 0 \\ 0 & \text{otherwise}, \end{cases} \]
\[ F(B_0 B_1 B_2 \ldots B_k) = U^k U_{B_k} f(0) + U^{k-1} U_{B_{k-1}} f(B_k) + U^{k-2} U_{B_{k-2}} f(B_{k-1} B_k) + \cdots \]
\[ + U U_{B_1} f(B_2 \ldots B_k) + U_{B_0} f(B_1 \ldots B_k), \quad B_i \in \mathcal{B}_s \] for $i = 0, 1, \ldots, k$
where $U = (u^D_{B,C})$ is a matrix given by
\[ u^D_{B,C} = \begin{cases} \frac{f(BC)}{f(C)} & \text{for } C < D \text{ and } f(C) \neq 0 \\ 0 & \text{otherwise}. \end{cases} \]

Proof. Equations (2.3) and (2.4) are clear. For (2.5) we observe that $f(BCn) = 0$ if $f(C) = 0$ and write
\[ F_B(q^{r+s}) = \sum_{C \in \mathcal{B}_s} \sum_{n < q^r} f(BCn) \]
\[ = \sum_{C \in \mathcal{B}_s} \sum_{n < q^r} \frac{f(BC)}{f(C)} f(Cn) = \sum_{C \in \mathcal{B}_s} \frac{f(BC)}{f(C)} F_C(q^r). \]

For equation (2.6) we first derive a recursion formula for $F(BN)$ for $B \in \mathcal{B}_s$ and $N \in \mathbb{N}$. Indeed,
\[ F_C(BN) = \sum_{D \in \mathcal{B}_s} \sum_{n < N} f(CDN) + \sum_{D < B} f(CDN) = \sum_{D \in \mathcal{B}_s} \frac{f(CD)}{f(D)} F_D(N) + \sum_{D < B} \frac{f(CD)}{f(D)} f(DN), \]
where $\sum'$ indicates that terms with $f(D) = 0$ are omitted. Writing this equation in matrix form we obtain
\[ F(BN) = UF(N) + U_B f(N). \]
In particular, inserting $N = 0$ gives $F(B) = U_B f(0)$. Then (2.6) follows by induction. \qed
Before deriving an asymptotic formula for \( F(N) \) we fix some terminology and notations:

- For \( g : \{0, \ldots, q-1\} \rightarrow \mathbb{C} \) we define \( \|g\|_{\infty} = \max_{B \in \mathcal{B}_t} |g(B)| \).
- If \((a_1, \ldots, a_t) \in \mathbb{C}^t, M = \text{diag}(a_1, \ldots, a_t)\) denotes the diagonal matrix with \( m_{ii} = a_i \). More generally, if \( A_1, \ldots, A_t \) are square matrices, \( \text{diag}(A_1, \ldots, A_t) \) is the block-diagonal matrix with diagonal blocks \( A_1, \ldots, A_t \).
- For \( \lambda \in \mathbb{C} \) and an integer \( k \geq 1 \) we introduce the nilpotent \( k \times k \)-matrix

\[
E_k = \begin{pmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & \cdots & \cdots & 0 & 1 \\
0 & \cdots & \cdots & 0 & 0
\end{pmatrix}
\]

and the Jordan matrix \( J_k(\lambda) = \lambda I_k + E_k \). Furthermore, real powers of \( J_k(\lambda) \) can be defined as

\[
[J_k(\lambda)]^x = \sum_{j=0}^{k-1} \binom{x}{j} \lambda^{x-j} E_j.
\]

These matrices satisfy \( [J_k(\lambda)]^x \cdot [J_k(\lambda)]^y = [J_k(\lambda)]^{x+y} \).

- For any square matrix \( U \) we denote by \( \text{spec}(U) \) the set of its eigenvalues.
- For any vector \( x \in \mathbb{C}^t, \|x\| \) denotes its maximum norm. For \( t \)-dimensional square matrices \( U, \|U\| \) denotes the corresponding operator norm. Thus we have \( \|MN\| \leq \|M\| \cdot \|N\| \). Furthermore,

\[
(\forall \lambda \in \text{spec}(U) : |\lambda| < \nu) \implies \|U^n\| = o(\nu^n) \text{ for } n \to \infty.
\]

Moreover, for \( B \in \mathcal{B}_t \) we have

\[
\|f(B)\| \leq \|g\|_{\infty}^{t+s}.
\]

**Theorem 1.** Let \( f \) be an \( \ell \)-block-multiplicative function associated to a function \( g \) as in (2.1) and assume that there exists an \( s \geq \max(1, \ell-1) \) such that the corresponding matrix \( U \) defined in (2.5) satisfies the following condition: there exists a unique dominating eigenvalue \( \lambda \) of \( U \) with \( |\lambda| > \|g\|_{\infty} \).

Then there exist continuous periodic functions \( \psi_k (k = 0, \ldots, K-1) \) of period \( s \) such that

\[
\sum_{n < N} f(n) = N^s e^{i \alpha \log_q N} \sum_{k=0}^{K-1} (\log_q N)^k \psi_k(\log_q N) + o(N^\mu)
\]

for any \( \mu > \max \left( \log_q \|g\|_{\infty}, \frac{1}{s} \log_q \max_{\nu \in \text{spec}(U) \setminus \{\lambda\}} |\nu| \right) \), where \( \delta = \frac{1}{s} \log_q |\lambda|, \alpha = \frac{1}{s} \arg \lambda \), and \( K \) is the dimension of the largest Jordan-block associated to \( \lambda \).

**Proof.** First we transform the matrix \( U \) into its Jordan normal form

\[
U = T \text{diag}(J_{k_1}(\lambda), \ldots, J_{k_p}(\lambda), A_1, \ldots, A_d)T^{-1},
\]
where the $A_j$’s are Jordan blocks with eigenvalues strictly smaller in modulus than $|\lambda|$. Note that $\lambda \neq 0$ and define

$$V = T \text{ diag}(J_{k_1}, \ldots, J_{k_p}, 0, \ldots, 0) T^{-1}$$

For convenience we set the unusual convention $V^0 = T \text{ diag}(1, \ldots, 1, 0, \ldots, 0) T^{-1}$ with $\kappa = k_1 + \cdots + k_p$.

We now introduce the function

$$\varphi(0, \varepsilon_1 \varepsilon_2 \ldots) = \varphi(0, B_0 B_1 \ldots) = \sum_{k=0}^{\infty} V^k \overline{U}_{B_k} f \left( \overline{B_{k-1}} \ldots \overline{B_0} \right),$$

where the $B_k$’s are blocks of length $s$ and $\overline{B} = (b_1, \ldots, b_s)$ denotes the reversion of $B = (b_s, \ldots, b_1)$. We choose a real number $\xi$ such that $\max \left( \frac{1}{\|g\|_{\infty}^s}, \frac{1}{\|g\|_{\infty}^s} \right) < \xi < |\lambda|$. We first note that the series (2.11) converges normally, since (2.8) and (2.9) yield

$$\|V^k \overline{U}_{B_k} f \left( \overline{B_{k-1}} \ldots \overline{B_0} \right)\| \leq \|V^k\| \cdot \|\overline{U}_{B_k}\| \cdot \|f \left( \overline{B_{k-1}} \ldots \overline{B_0} \right)\|$$

$$\leq \|U_{B_k}\| \cdot \|g\|_{\infty}^{(k+1)s} o(\xi^{-k}) = o \left( \frac{\|g\|_{\infty}^{k+1}}{\xi^k} \right).$$

Thus $\varphi$ can be seen as a continuous function on the product space $\{0, \ldots, q-1\}^N$. We now have to prove that $\varphi$ descends to a well-defined function on $[0, 1]$. For this purpose it has to be verified that

$$\varphi(0, \varepsilon_1 \ldots \varepsilon_k 0^\infty) = \varphi(0, \varepsilon_1 \ldots \varepsilon_{k-1} (\varepsilon_k - 1) (q-1)^\infty) \quad \text{for any } k \geq 1, \varepsilon_k \neq 0.$$

We rewrite the above strings in terms of blocks of length $s$: $\varepsilon_1 \varepsilon_2 \ldots \varepsilon_k 0^\infty = B_0 B_1 \ldots B_h (0^s)^\infty$ and $\varepsilon_1 \ldots \varepsilon_{k-1} (\varepsilon_k - 1) (q-1)^\infty = B_0 B_1 \ldots B_{h-1} \overline{B}_h (q^s - 1)^\infty$, where $\overline{B}_h$ is the successor of $B_h$ in the natural ordering on $B$. Then we have by (2.11)

$$\varphi(0, B_0 B_1 \ldots B_h (0^s)^\infty) = \sum_{k=0}^{h-1} V^k \overline{U}_{B_k} f \left( \overline{B_{k-1}} \ldots \overline{B_0} \right) + V^h \overline{U}_{B_h} f \left( \overline{B_{h-1}} \ldots \overline{B_0} \right).$$

On the other hand we have

$$\varphi \left( 0, B_0 B_1 \ldots B_{h-1} \overline{B}_h (q^s - 1)^\infty \right) = \sum_{k=0}^{h-1} V^k \overline{U}_{B_k} f \left( \overline{B_{k-1}} \ldots \overline{B_0} \right) + V^h \overline{U}_{B_h} f \left( \overline{B_{h-1}} \ldots \overline{B_0} \right) + \sum_{k=h+1}^{\infty} V^k \overline{U}_{(q^s - 1)^{k-h-1} B_h} f \left( ((q^s - 1)^{k-h-1} B_h) B_{h-1} \ldots \overline{B_0} \right).$$

Thus we have to prove

$$V^k \overline{U}_{B_h} f \left( \overline{B_{h-1}} \ldots \overline{B_0} \right) = V^h \overline{U}_{B_h} f \left( \overline{B_{h-1}} \ldots \overline{B_0} \right) + \sum_{k=h+1}^{\infty} V^k \overline{U}_{(q^s - 1)^{k-h-1} B_h} f \left( ((q^s - 1)^{k-h-1} B_h) B_{h-1} \ldots \overline{B_0} \right).$$

We introduce the matrices $X_B = U_{B+1} - U_B$ for $B \neq (q^s - 1)$ and $X_{(q^s - 1)} = U - U_{(q^s - 1)}$, which by the definition of $U_B$ only have one non-zero column. Then, using that $V^k U = V^{k-1}$ and
\[ X_B f(\cdot) = f(B\cdot) \] (which follows from the definition of \( X_B \) and (2.3)), we rewrite the right-hand side as

\[
V^h U_{B_h}(\overline{B_{h-1}} \ldots \overline{B_0}) + \sum_{k=h+1}^{\infty} V^k (U - X(q^* - 1)^{k-h-1}\overline{B_{h-1}} \overline{B_{h-1}} \ldots \overline{B_0})
\]

\[ = V^h U_{B_h}(\overline{B_{h-1}} \ldots \overline{B_0}) + \sum_{k=h+1}^{\infty} V^k f((q^* - 1)^{k-h-1}\overline{B_{h-1}} \overline{B_{h-1}} \ldots \overline{B_0})-
\]

\[ \sum_{k=h+1}^{\infty} V^k f((q^* - 1)^{k-h}\overline{B_{h}} \overline{B_{h-1}} \ldots \overline{B_0})
\]

\[ = V^h U_{B_h}(\overline{B_{h-1}} \ldots \overline{B_0}) + V^h f(\overline{B_{h}} \overline{B_{h-1}} \ldots \overline{B_0}). \]

The last expression equals

\[ V^h U_{B_h}(\overline{B_{h-1}} \ldots \overline{B_0}) + V^h X_{B_h}(\overline{B_{h-1}} \ldots \overline{B_0}) = V^h U_{B_h}(\overline{B_{h-1}} \ldots \overline{B_0}) \]

and the assertion on \( \varphi \) is proved. Thus \( \varphi \) is a continuous function on [0, 1].

We now derive the asymptotic formula for \( F(N) \). Set \( N = B_0 B_1 \ldots B_k \) (with \( B_k \neq 0^{(s)} \) and \( \lambda = \rho e^{i\theta} \). Denote as usual \( \lfloor x \rfloor \) (respectively \( \{ x \} \)) the integral (respectively the fractional) part of the real number \( x \). Then \( k = \left\lfloor \frac{1}{s} \log_q N \right\rfloor \) and \( 0.\overline{B_k} \ldots \overline{B_0} = B_0^{(-s)} \left( \frac{1}{s} \log_q N \right)^{+s} \). We now write \( U^{k-r} = \tilde{U}^k V^r + W^{k-r} \) for \( k \geq r \), with \( \tilde{U} = T \text{diag}(J_{k_1}(\lambda), \ldots, J_{k_p}(\lambda), 0, \ldots, 0) T^{-1} \), \( W = U - \tilde{U} \) and, by convention again, \( W^0 = T \text{diag}(0, \ldots, 0, 1, \ldots, 1) T^{-1} \) and \( \tilde{U}^0 = I - W^0 \).

We now insert this into (2.6) to obtain

\[
(2.13) \quad F(B_0 \ldots B_k) = \tilde{U}^k \varphi(0,\overline{B_k} \ldots \overline{B_0}) + R(B_0 \ldots B_k),
\]

where

\[
(2.14) \quad R(B_0 \ldots B_k) = W^k U_{B_k} f(0) + W^{k-1} U_{B_{k-1}} f(B_k) + W^{k-2} U_{B_{k-2}} f(B_{k-1} B_k) + \cdots + W U_{B_1} f(B_2 \ldots B_k) + W^0 U_{B_k} f(B_1 \ldots B_k).
\]

By our choice of \( \xi \) and the assumptions on the eigenvalues of \( U \) there exists a constant \( C \) such that

\[
\| R(B_0 \ldots B_k) \| \leq \max_{B \in B_*} \| U_B \| \sum_{r=0}^k \| W^{k-r} \| \cdot \| f(B_{k-r+1} \ldots B_k) \|
\]

\[
\leq \max_{B \in B_*} \| U_B \| \sum_{r=0}^k C \xi^{k-r} \| g \|^{rs} = O(\xi^k) = o(N^\mu)
\]

where again we have used (2.8) and (2.9). Furthermore, (2.13) and \( V\tilde{U}^k = U^{k-1} \) (for \( k \geq 1 \)) gives

\[
(2.16) \quad F(B_1 \ldots B_k) - VF(B_0 \ldots B_k) = \tilde{U}^{k-1} (\varphi(0,\overline{B_k} \ldots \overline{B_1}) - \varphi(0,\overline{B_k} \ldots \overline{B_0})) + R(B_1 \ldots B_k) - VR(B_0 \ldots B_k).
\]
Then the definition of \( \varphi \) (2.11) yields

\[
\varphi(0.B_k \ldots B_1) - \varphi(0.B_k \ldots B_0) = V^k U_{B_0} f(B_1 \ldots B_k).
\]

Putting (2.16) and (2.17) together and using (2.8), (2.12), and (2.15) yields

\[
\|F(B_1 \ldots B_k) - V F(B_0 B_1 \ldots B_k)\| \leq VU B_0 f(B_1 \ldots B_k + VR(B_0 \ldots B_k) = O\left(\|\varphi\|_{\infty}^k\right) + O(\xi^k) + O(\xi^k) = O(\xi^k) = o(N^\mu) .
\]

We now define (here we use the definition of real powers of a matrix via the real powers of its Jordan decomposition as in (2.7))

\[
\Psi(\log q N) = \tilde{V} \left\{ \left[ s \log q N \right] \right\} \varphi(Nq - \left\lfloor s \left[ \log q N \right] \right\rfloor + s)
\]

and note that \( \Psi \) can be extended to a continuous periodic function with period \( s \) on \( \mathbb{R} [s \mathbb{Z} \) by the above discussion on the continuity of \( \varphi \). The continuity of this extension in the points \( s \mathbb{Z} \) follows from the observation that \( \varphi(q^{-s}) = V \varphi(1) \).

By (2.13) and (2.15) we can write

\[
F(N) = \tilde{U}^{\frac{1}{2}} \log q N \Psi(\log q N) + o(N^\mu).
\]

By (2.4) we have \( F(B_0 \ldots B_k) = \sum_{C \in B_k} F_C(B_1 \ldots B_k) + \sum_{C < B_0} f(CB_1 \ldots B_k) \)

\[
\sum_{C < B_0} f(CB_1 \ldots B_k) < q^s \|g\|_{\infty}^{(k+1)s} = o(\xi^k) = o(N^\mu) \quad \text{and by (2.18)}
\]

\[
\sum_{C \in B_k} F_C(B_1 \ldots B_k) = (1, \ldots, 1) F(B_1 \ldots B_k) = (1, \ldots, 1) V F(N) + o(N^\mu).
\]

According to (2.19) and the definition of \( \tilde{U}^{\frac{1}{2}} \log q N \) (2.7) all the entries of \( F(N) \) are of the form

\[
N^s e^{iN(\log q) j} \sum_{j=0}^{K-1} (\log q N)^j \times \text{periodic function of } \log q N.
\]

Thus (2.10) is proved. \( \square \)

**Corollary 2.** Under the assumptions of Theorem 1 but allowing several dominating eigenvalues \( \lambda_r = |\lambda| e^{i\alpha_r} \), \( r = 1, \ldots, Q \), we obtain (with obvious notations)

\[
\sum_{n<N} f(n) = N^s \sum_{r=1}^{Q} \sum_{j=0}^{K_r-1} e^{i\alpha_r \log q N j} (\log q N)^j \psi_{j,r}(\log q N) + o(N^\mu).
\]

**Proof.** This is an immediate but notationally inconvenient generalization of the proof of Theorem 1. \( \square \)

**Corollary 3.** Under the assumptions of Theorem 1 and for positive-valued function \( f \) we have

\[
\sum_{n<N} f(n) = N^s \psi(\log q N) + o(N^\mu),
\]


where ψ is a periodic function of period 1.

Proof. At first we notice that by for any \( s \geq \max(1, \ell - 1) \) by Perron-Frobenius' theorem \( U \) has a unique dominating eigenvalue that is positive and of multiplicity 1. We now apply Theorem 1 to two coprime values of \( s \) to obtain 1-periodicity of \( \psi \).

We will now use Theorem 1 to describe the asymptotic behaviour of summatory functions of products of a block multiplicative function with a number of block additive functions. Such sums will occur in Section 3.

Proposition 4. Let \( \vartheta \) be a positive-valued block-multiplicative function satisfying the assumptions of Theorem 1 and \( f_1, \ldots, f_m \) arbitrary real-valued block-additive functions. Then the summatory function \( F \) of \( \vartheta(n)f_1(n) \cdots f_m(n) \) satisfies

\[
F(N) = \sum_{n < N} \vartheta(n)f_1(n) \cdots f_m(n) = N^\delta \sum_{j=0}^{m} (\log_q N)^j \psi_j(\log_q N) + o(N^\mu),
\]

where the functions \( \psi_j \) are continuous and periodic with period 1; \( \mu \) and \( \delta \) are given by \( \vartheta \) as in Theorem 1.

Proof. Let \( t = (t_1, \ldots, t_m) \in \mathbb{R}^m \). We define the function

\[
h(n; t) = \vartheta(n) \exp \left( \sum_{j=1}^{m} t_j f_j(n) \right).
\]

We note that \( n \mapsto h(n; t) \) is \( \ell \)-block-multiplicative, where \( \ell \) is the maximum of the block-lengths corresponding to \( \vartheta \) and the \( f_j \)'s. Then clearly \( h \) satisfies the hypotheses of Corollary 3 for \( t \) in some neighbourhood of 0. Thus we have

\[
H(N; t) = \sum_{n < N} h(n; t) = N^{\delta(t)} \Psi(\log_q N; t) + R(N; t).
\]

Defining \( \delta \) and \( \mu \) to be the exponents associated to \( \vartheta \) by Theorem 1, we have \( \delta(0) = \delta \) and \( R(N; t) = o(N^\mu) \) for \( t \) in some neighbourhood of 0. The dominating eigenvalue of the corresponding matrix has multiplicity 1 and is therefore an analytic function of \( t \) in a neighbourhood of 0.

Then differentiating at \( t = 0 \) and disregarding the error term for a moment gives

\[
\left. \frac{\partial^m}{\partial t_1 \cdots \partial t_m} H(N; t) \right|_{t=0} = \sum_{n < N} \vartheta(n)f_1(n) \cdots f_m(n) = \sum_{(\varepsilon_1, \ldots, \varepsilon_m) \in \{0,1\}^m} \left. \frac{\partial^{m-|\varepsilon|}}{\partial t_1^{1-\varepsilon_1} \cdots \partial t_m^{1-\varepsilon_m}} \Psi(\log_q N; t) \right|_{t=0} + \text{remainder},
\]

where

\[
\vartheta(n)f_1(n) \cdots f_m(n) = \sum_{(\varepsilon_1, \ldots, \varepsilon_m) \in \{0,1\}^m} \left. \frac{\partial^{m-|\varepsilon|}}{\partial t_1^{1-\varepsilon_1} \cdots \partial t_m^{1-\varepsilon_m}} \Psi(\log_q N; t) \right|_{t=0} + \text{remainder}.
\]
Writing $N^{\delta(t)} = N^\delta \exp[(\delta(t) - \delta) \log N]$ and expanding the exponential into its power series gives

$$
\frac{\partial^{\varepsilon_1 + \cdots + \varepsilon_m}}{\partial t_1^{\varepsilon_1} \cdots \partial t_m^{\varepsilon_m}} N^{\delta(t)} \bigg|_{t=0} = N^\delta \sum_{k=0}^{\infty} \frac{(\log N)^k}{k!} \frac{\partial^{\varepsilon_1 + \cdots + \varepsilon_m}}{\partial t_1^{\varepsilon_1} \cdots \partial t_m^{\varepsilon_m}} (\delta(t) - \delta)^k \bigg|_{t=0}
$$

(2.23)

Inserting (2.23) into (2.22) and collecting terms of like powers of $\log N$ gives (2.21) except for the error term.

It remains to give an argument that the error term can be pulled through differentiation. For this purpose we refer to the proof of Theorem 1, where the error term is made up of three parts: (2.14), (2.18), and (2.20), namely

$$
R(N) = \sum_{C < B_0} h(CB_1 \ldots B_k; t) + (1, \ldots, 1) V_t R_t(B_0 \ldots B_k) + (1, \ldots, 1) (F_t(B_1 \ldots B_k) - V_t F_t(B_0 \ldots B_k)).
$$

(2.24)

We first study the first term: since this is a finite sum, it suffices to treat the single term

$$
h(CB_1 \ldots B_k; t) = \vartheta(CB_1 \ldots B_k) \exp \left( \sum_{j=1}^{m} f_j(CB_1 \ldots B_k) t_j \right).
$$

Using (2.9) and since the block-additive functions satisfy $f_j(n) = O(\log n)$ differentiation with respect to the variables $t_1, \ldots, t_m$ yields only a contribution of

$$
\vartheta(CB_1 \ldots B_k) \prod_{j=1}^{m} f_j(CB_1 \ldots B_k) = O(k^m \| g \|^s) = o(N^\mu).
$$

For the second term in (2.24) the matrix $W$ occurring in (2.14) is again analytic in a neighbourhood of $t = 0$; the same is true for the matrices $U_{B_k}$ and $f$. Thus $R_t(B_0 \ldots B_k)$ can be differentiated and the resulting sum can be estimated by

$$
O \left( k^m \sum_{r=0}^{k} \| W^{k-r} \| \cdot \| g \|^{s(r+1)} \right) = o(N^\mu).
$$

For the last term in (2.24) observe that (2.6) gives

$$
U F(B_1 \ldots B_k) - F(B_0 \ldots B_k) = -U_{B_0} f(B_1 \ldots B_k).
$$

Thus it can be treated similarly to the two other terms in (2.24).

\[ \square \]

**Remark 4.** The leading term in the asymptotic formula (2.21) is

$$
\prod_{j=1}^{m} \left. \frac{\partial}{\partial t_j} \delta(t) \right|_{t=0} \cdot N^{\delta(\log N)^m \psi(\log_q N)},
$$
where \( \psi(\cdot) = \Psi(\cdot, 0) \) is the periodic function given by
\[
\sum_{n<N} \vartheta(n) = N^\delta \psi(\log_q N) + o(N^\mu).
\]
Furthermore, we have for \( j = 1, \ldots, m \)
\[
\sum_{n<N} \vartheta(n) f_j(n) = \frac{\partial}{\partial t_j} \delta(t) \bigg|_{t=0} \cdot N^\delta \psi(\log_q N) + O(N^\delta).
\]
Thus the constant in the leading term of \( \sum_{n<N} \vartheta(n) f_1(n) \cdots f_m(n) \) is the product of the constants in the leading terms of \( \sum_{n<N} \vartheta(n) f_j(n) \).

**Remark 5.** Proposition 4 can be used to compute the moments and correlations of block-additive functions by using \( \vartheta(n) = 1 \). Notice that in the case that \( \vartheta(n) = 1 \) the main term in the asymptotic expansion does not have a periodic factor.

### 3. \( p \)-Valuation of binomial coefficients

We consider the number of binomial coefficients \( \binom{n}{k} \) whose \( p \)-adic valuation equals \( j \): By a result of E. Kummer [28] the \( p \)-adic valuation of \( \binom{n}{k} \) equals the number of carries in the addition of \( k \) and \( n - k \) (or equivalently, in the subtraction of \( k \) from \( n \)) in base \( p \). In particular we have
\[
\vartheta_0(n) = \prod_{k=0}^K (1 + \varepsilon_k) \quad \text{for} \quad n = \sum_{k=0}^K \varepsilon_k p^k.
\]
The quantities \( \vartheta_j(n) \) and their summatory functions \( S_j(N) = \sum_{n<N} \vartheta_j(n) \) have been studied by L. Carlitz [6], who gave a formula for \( \vartheta_1(n) \), a recursion for \( \vartheta_j(n) \), and computed \( S_j(p^r) \).

Further special values of \( \vartheta_j(n) \) (for “lacunary” \( n \)) have been given by F. T. Howard [26].

Let us introduce the functions
\[
a_\ell(\varepsilon_0, \ldots, \varepsilon_\ell) = \frac{(p - \varepsilon_0 - 1)(p - \varepsilon_1) \cdots (p - \varepsilon_{\ell-1})\varepsilon_\ell}{\prod_{j=0}^\ell (1 + \varepsilon_j)} \quad \text{for} \quad \ell \geq 1.
\]
According to Kummer’s result the numerator of these functions counts the number of \( k \leq m = \varepsilon_0 + p \varepsilon_1 + \cdots + p^\ell \varepsilon_\ell \), such that there are \( \ell \) consecutive carries starting at the least significant digit in the subtraction of \( k \) from \( m \). Splitting the \( j \) carries into \( s \) sets of consecutive ones gives
\[
(3.1)
\]
\[
\vartheta_j(n) = \vartheta_0(n) \sum_{a=1}^j \sum_{\ell_1 + \cdots + \ell_s = j \atop \\forall i, k_i + \ell_i < k_{i+1}} a_{\ell_1}(\varepsilon_{k_1}, \ldots, \varepsilon_{k_1+\ell_1}) a_{\ell_2}(\varepsilon_{k_2}, \ldots, \varepsilon_{k_2+\ell_2}) \cdots a_{\ell_s}(\varepsilon_{k_s}, \ldots, \varepsilon_{k_s+\ell_s}).
\]
For \( j = 1 \) we retrieve Carlitz’ formula (cf. [6])
\[
\vartheta_1(n) = \vartheta_0(n) \sum_{k=0}^K a_1(\varepsilon_k, \varepsilon_{k+1}) = \vartheta_0(n) \sum_{k=0}^K \frac{(p - \varepsilon_k - 1)\varepsilon_{k+1}}{(1 + \varepsilon_k)(1 + \varepsilon_{k+1})}.
\]
Theorem 5. Let \( p \) be a prime. Then for \( j \geq 0 \) there exist continuous periodic functions of period 1, \( \psi_j^{(j)} \), \( r = 0, \ldots, j \), such that
\[
(3.2) \quad \# \left\{(k, n) : 0 \leq k \leq n < N \text{ and } p^j \mid \binom{n}{k}\right\} = N^\alpha \sum_{r=0}^{j} \psi_r^{(j)}(\log_p N)(\log_p N)^r + o(N^\varepsilon)
\]
for \( \alpha = \log_p \frac{p(p+1)}{2} \) and any \( \varepsilon > 0 \). Furthermore, \( \psi_j^{(j)} = \frac{1}{j!} \left( \frac{p-1}{p+1} \right)^{2j} \psi_0^{(0)} \).

Proof. We first note that the case \( j = 0 \) has been established in [3, 14]; the error term vanishes in this case. We assume in the sequel that \( j \geq 1 \). The main idea of the proof is to make a recurrence on the number \( s \) of different "connected" digital functions involved in (3.1). In that context, the difficulty is to formalize this notion of connectedness in a suitable way, which respects in particular the symmetry of (3.1). This is done by introducing an action of the symmetric group on sub-sums of (3.1) and by associating a graph to the set of the different digital functions occurring in the sum.

In order to recognize \( \vartheta_j(n)\vartheta_0(n)^{-1} \) as a linear combination of products of block-additive functions (as studied in Proposition 4), we introduce a further set of digital functions. For \( s \)-tuples \( T = (t_1, \ldots, t_s) \) and \( L = (\ell_1, \ldots, \ell_s) \) satisfying
\[
t_1 = 0, \quad t_r \geq 0, \quad \ell_r > 0 \quad \text{for } r = 1, \ldots, s
\]
we define a graph on the pairs \((\ell_r, t_r)\) by connecting \((\ell_1, t_1)\) and \((\ell_2, t_2)\), if the intervals \( \{t_1, \ldots, t_1 + \ell_1\} \) and \( \{t_2, \ldots, t_2 + \ell_2\} \) intersect. We call pairs \((L, T)\) connected if they correspond to connected graphs. For these we define the functions
\[
(3.3) \quad b_T^L(\varepsilon_0, \ldots, \varepsilon_{m(L,T)}) = \prod_{r=1}^{s} a_{\ell_r}(\varepsilon_{t_r}, \ldots, \varepsilon_{t_r+\ell_r}) \quad \text{with } m(L,T) = \max_r(t_r + \ell_r) \quad \text{and}
\]
\[
(3.4) \quad h_T^L(n) = \sum_{k=0}^{K} b_T^L(\varepsilon_k, \ldots, \varepsilon_{k+m(L,T)}) \quad \text{for } n = \sum_{k=0}^{K} \varepsilon_k p^k.
\]
Notice that for \( s = 1 \), \( h_0^T(n) \) is the \((\ell+1)\)-block-additive function defined by \( a_\ell \). Furthermore, the set of functions \( b_T^L \) is stable under multiplication in the following sense: for given connected tuples \((L_1, T_1), \ldots, (L_s, T_s)\) and \( (\tau_1, \ldots, \tau_s) \in \mathbb{N}^s \), \( \tau_1 = 0 \), there exists a connected pair \((L', T')\) such that
\[
(3.5) \quad \prod_{r=1}^{s} b_{L_r}^{T_r}(\varepsilon_{\tau_r}, \ldots, \varepsilon_{\tau_r+m(L_r,T_r)}) = b_{L'}^{T'}(\varepsilon_0, \ldots, \varepsilon_{m(L',T')})
\]
provided that the pair \((m(L_1, T_1), \ldots, m(L_s, T_s)), (\tau_1, \ldots, \tau_s)\) is itself connected. If the pair \((m(L_1, T_1), \ldots, m(L_s, T_s)), (\tau_1, \ldots, \tau_s)\) is not connected, the product (3.5) can be written in a minimal way by collecting the factors \( a_\ell \) according to the connected components of the corresponding graph.

We want to express the sum (3.1) as a linear combination of products of functions \( h_T^L(n) \). It suffices to prove this for the inner sum for a fixed value of \( s \). This we do by induction on
s. For $s = 1$ we get the block-additive function $h^0_j(n)$ and the assertion is clear. Assume that $s > 1$ and fix $\ell_1, \ldots, \ell_s$. Then the symmetric group $S_s$ acts on the set of sums

$$S = \sum_{k_i + \ell_i < k_{i+1}} a_{\ell_i}(\varepsilon_{k_1}, \ldots, \varepsilon_{k_1 + \ell_1})a_{\ell_2}(\varepsilon_{k_2}, \ldots, \varepsilon_{k_2 + \ell_2}) \cdots a_{\ell_s}(\varepsilon_{k_s}, \ldots, \varepsilon_{k_s + \ell_s})$$

by

$$\sigma \cdot S = \sum_{k_i + \ell_{\sigma(i)} < k_{i+1}} a_{\ell_{\sigma(1)}}(\varepsilon_{k_1}, \ldots, \varepsilon_{k_1 + \ell_{\sigma(1)}})a_{\ell_{\sigma(2)}}(\varepsilon_{k_2}, \ldots, \varepsilon_{k_2 + \ell_{\sigma(2)}}) \cdots a_{\ell_{\sigma(s)}}(\varepsilon_{k_s}, \ldots, \varepsilon_{k_s + \ell_{\sigma(s)}}).$$

Observe that if a sum $S$ occurs in (3.1) then also $\sigma \cdot S$ occurs and that the graph corresponding to $((\ell_{\sigma(1)}, \ldots, \ell_{\sigma(s)}), (k_1, \ldots, k_s))$ is totally disconnected by the condition on the summation indices. We split the inner sum in (3.1) into the orbits of $s$-tuples $(\ell_1, \ldots, \ell_s)$ and define

$$S_{\ell_1, \ldots, \ell_s} = \sum_{\sigma \in S_s} \sigma \cdot S.$$

Then we have

$$h^0_{\ell_1}(n) \cdots h^0_{\ell_s}(n) = S_{\ell_1, \ldots, \ell_s} + \sum,$$

where $\sum$ is a sum over the same summands as $\sum_{\sigma} \sigma \cdot S$ but with at least one of the conditions $k_i + \ell_{\sigma(i)} < k_{i+1}$ violated. For given $(k_1, \ldots, k_s)$ this means that the graph corresponding to $((\ell_1, \ldots, \ell_s), (k_1, \ldots, k_s))$ has at least one non-trivial component. We now split $\sum$ into sub-sums: For $k$'s corresponding to one component we fix the according differences, for $k$'s in different components we impose conditions such that the component structure is preserved. For every summand each component $C$ of the graph yields a function $b_{T_C}^{T_C}$ in the following way:

$$a_{\ell_1}(\varepsilon_{k_1}, \ldots, \varepsilon_{k_1 + \ell_1}) \cdots a_{\ell_s}(\varepsilon_{k_s}, \ldots, \varepsilon_{k_s + \ell_s}) = b_{T_1}^{T_1} \cdots b_{T_C}^{T_C} (\varepsilon_{k_1}, \ldots, \varepsilon_{k_s + m(L_C, T_C)}),$$

where we assume that $k_1 = \min(k_1, \ldots, k_r)$ and set $\tilde{k}_C = k_1$ (otherwise reorder); furthermore, $t_{C_1} = 0, t_{C_2} = k_2 - \tilde{k}_C, \ldots, t_{C_r} = k_r - \tilde{k}_C$. Thus for every component $C$ we introduce a new variable $\tilde{k}_C$ and variables $t_{C_1}, t_{C_2} \ldots t_{C_r}$ and split summation over $k_1, \ldots, k_s$ into summation over $\tilde{k}_C$ (inner sum) and the corresponding $t_{C_i}$'s. Therefore the inner sum involves less than $s$ variables and by induction we have expressed $\varphi, \varphi^{-1}$ as a sum of products of block-additive functions.

Finally, we have to consider the matrix $U$ corresponding to the function $\varphi_0$; since this function is multiplicative, we have $\varphi_0(B) = \varphi_0(BC)$, and therefore

$$U = \begin{pmatrix} 1 & 1 & \cdots & 1 \\ 2 & 2 & \cdots & 2 \\ \vdots & \vdots & \ddots & \vdots \\ p & p & \cdots & p \end{pmatrix}.$$
It remains to prove that $\psi^{(j)} = \frac{1}{j!} \left( \frac{p-1}{p+1} \right)^{2j} \psi^{(0)}$. It is clear that the two functions are proportional by Proposition 4. Thus it suffices to compare the two functions at one point. We choose $N = p^r$ and use a formula given in [6] ((7.14), p. 319):

$$S_j(p^r) = \sum_{s=0}^{j} \left( \frac{j-1}{s} \right) \left( \frac{r-j}{j-s} \right) \binom{p}{2}^{2j-2s} \binom{p+1}{2}^{r-2j-2s} \sim \frac{1}{j!} \left( \frac{p-1}{p+1} \right)^{2j} \left( \frac{p+1}{2} \right)^r \sim \left( \frac{p+1}{2} \right)^r \psi^{(j)}(0).$$

Using $\psi^{(0)}(0) = 1$ (cf. [40]) we get the proportionality factor. \qed

Remark 6. For $j = 1, 2, 3$ we have computed the formulæ for $\vartheta_j$ in terms of the functions $h^T_k$:

$$\vartheta_1(n) = \vartheta_0(n) h^0_0(n),$$
$$\vartheta_2(n) = \vartheta_0(n) \left( \frac{1}{2} (h^0_0(n))^2 + h^0_2(n) - h^{0,1}_1(n) - \frac{1}{2} h^{0,0}_1(n) \right),$$
$$\vartheta_3(n) = \vartheta_0(n) \left( \frac{1}{6} (h^0_0(n))^3 + h^0_0 h^0_2(n) - h^0_1 h^{0,1}_1(n) - \frac{1}{2} h^0_1 h^{0,0}_1(n) + h^{0,1,1}_1(n) + h^{0,1,2}_1(n) + h^{0,0,0}_1(n) - h^{0,2}_1(n) - h^{0,1}_2(n) - h^{0,0}_2(n) - h^{0,1}_1(n) + h^0_3(n) \right).$$

Remark 7. Several papers have been devoted to the detailed study of the function $\psi^{(0)}$. For instance it is the quotient of an increasing function and a differentiable function and therefore is itself differentiable almost everywhere; for $p = 2$ the points of non-differentiability have been characterized in [30]. The minimum has been studied for $p = 2$ in [23, 30, 38, 39, 40, 41] and for general $p$ in [16] (for an extensive bibliography for the work before 1977 from the point of view of digital functions we refer to [41]). In particular, it is bounded away from 0. Therefore the first term in (3.2) is an asymptotic leading term.

4. DISTRIBUTION OF BINOMIAL COEFFICIENTS MODULO PRIME POWERS

In this section we will generalize results of R. Garfield and H. Wilf [17] and D. Barbolosi and the second author [3] concerning the distribution of binomial coefficients in the residue classes modulo primes to prime powers. It is clear from results of D. Singmaster [36] and also from section 3 that “almost all” (in the sense of density) binomial coefficients lie in the 0 residue class modulo $p^r$.

In the sequel we will use the notation $m_{(p)}$ to denote the $p$-free part of $m$; this is $m_{(p)} = mp^{-v_p(m)}$. Furthermore, as in [21] we will use the notation $(n!)_{(p)}$ for the product of all integers less than or equal to $n$, which are not divisible by $p$. Since the subscript $p$ will only occur with factorials this should not cause any confusion.
4.1. Binomial coefficients with given $p$-valuation. A famous formula due to É. Lucas [32] expresses the binomial coefficient $\binom{n}{k}$ modulo a prime $p$ in terms of the $p$-adic digits of $n$ and $k$. Recently this congruence was generalized by K. S. Davis and W. A. Webb [8] and A. Granville [21] to prime powers in the following sense (we give Granville’s formulation):

**Lemma 2.** Suppose that a prime power $p^\ell$ and positive integers $n = m + r$ are given. Write $n = n_0 + n_1p + \cdots + n_d p^d$ in base $p$, and let $N_j$ be the least positive residue of $[n/p^j] \mod p^\ell$ for each $j \geq 0$ (so that $N_j = n_j + n_{j+1}p + \cdots + n_{j+\ell-1}p^{\ell-1}$): also make the corresponding definitions for $m_j, M_j, r_j, R_j$. Let $e_j$ be the number of ‘carries’, when adding $m$ and $r$ in base $p$, on or beyond the $j$-th digit. In particular, we have $p^{e_0} \parallel \binom{n}{m}$. Then

\[
\frac{1}{p^{e_0}} \binom{n}{m} \equiv (\pm 1)^{e_\ell-1} \left( \frac{(N_0)!_p}{(M_0)!_p(R_0)!_p} \right) \left( \frac{(N_1)!_p}{(M_1)!_p(R_1)!_p} \right) \cdots \left( \frac{(N_d)!_p}{(M_d)!_p(R_d)!_p} \right) \mod p^\ell,
\]

where $(\pm 1)$ is $(-1)$ except if $p = 2$ and $\ell \geq 3$.

**Remark 8.** Special cases of this congruence were known earlier; for a more precise history we refer to [21] and Dickson’s book [12].

In order to apply the ideas of section 2 to the distribution of binomial coefficients we have to define bivariate block-multiplicative functions: for given $g : \{0, \ldots, q - 1\}^{2\ell} \to \mathbb{C}$ with $g(0, \ldots, 0; 0, \ldots, 0) = 1$ let

\[
f(n; m) = f \left( \sum_{j=0}^{\infty} \varepsilon_j q^j; \sum_{j=0}^{\infty} \delta_j q^j \right) = \prod_{j=0}^{\infty} g(\varepsilon_j, \varepsilon_{j+1}, \ldots, \varepsilon_{j+\ell-1}; \delta_j, \delta_{j+1}, \ldots, \delta_{j+\ell-1}).
\]

As for simple block-multiplicative functions we set

\[
F(N) = \sum_{n<N \atop m<N} f(n; m)
\]

\[
F_{B,B'}(N) = \sum_{n<N \atop m<N} f(Bn; B'm)
\]

\[
\mathbf{F}(N) = (F_{B,B'}(N))_{B,B' \in B_*}.
\]

Similarly to Lemma 1 we have
Lemma 3. For $s \geq \max(1, \ell - 1)$ and arbitrary $s' \geq 1$ the following equations hold

\begin{equation}
(4.2) \quad f(B; B') f(ABC; A'B'C') = f(AB; A'B') f(BC; B'C')
\end{equation}
for $B, B' \in B_s$, $|A| = |A'|$, and $|C| = |C'|$

\begin{equation}
(4.3) \quad F(BN) = \sum_{C, C' \in B_s} F_{C, C'}(N) + \sum_{n < N} \sum_{C \in B_s} \sum_{C' < B} f(CN; C'N) + \sum_{m < N} \sum_{C' \in B_s} \sum_{C < B} f(CN; C'N)
\end{equation}

\begin{equation}
(4.4) \quad F(q^{r+s}) = UF(q^r), \quad \text{where} \quad U = (u(B, B'), (C, C')) \in B_B^2
\end{equation}

\begin{equation}
(4.5) \quad \text{with } u(B, B') = \begin{cases} \frac{f(BC; B'C')}{f(C; C')} & \text{for } f(C; C') \neq 0 \\ 0 & \text{otherwise} \end{cases}
\end{equation}

\begin{equation}
(4.6) \quad F_{C, C'}(BN) = \sum_{D, D' \in B_s} \sum_{n < N} f(CDN; C'D'm) + \sum_{n < N} \sum_{D \in B_s} \sum_{D' < B} f(CDN; C'D'N) + \sum_{m < N} \sum_{D' \in B_B} \sum_{D < B} f(CDN; C'D'm) + \sum_{D, D' < B} f(CDN; C'D'N) \quad \text{for } |C| = |C'| = s \text{ and } |B| = s'.
\end{equation}

The following three lemmas will be used in the proofs of Theorems 6 and 7.

Lemma 4. Let $A$ be an $m \times m$ matrix and $B$ the matrix given by $b_{ij} = |a_{ij}|$. Suppose further that $B$ is primitive (i.e. there is a power of $B$ with all entries strictly positive, cf. [35]). Let $a^{(n)}_{ij}$ be the entries of the matrix $A^n$ and $b^{(n)}_{ij}$ be the entries of the matrix $B^n$. If $|a^{(n)}_{ij}| < b^{(n)}_{ij}$ holds for one pair $(i, j)$ and one $n$, then

\[ \max_{\mu \in \text{spec } A} |\mu| < \max_{\lambda \in \text{spec } B} |\lambda|. \]

Proof. It is clear that $|a^{(n)}_{ij}| \leq b^{(n)}_{ij}$. Assume now that $|a^{(N)}_{ij}| < b^{(N)}_{ij}$ and $b^{(M)}_{ij} \neq 0$ for all pairs $(i, j)$. Then we have for all $\ell = 1, \ldots, m$

\[ |a^{(N+M)}_{ij}| = \sum_{j=1}^{m} a^{(N)}_{ij} a^{(M)}_{jj} \leq \sum_{j=1}^{m} a^{(N)}_{ij} b^{(M)}_{jj} < b^{(N+M)}_{ij}, \]

since $b^{(M)}_{jj} \neq 0$. Applying the same argument to the multiplication of $A^M \cdot A^{N+M}$ yields that

\[ |a^{(N+2M)}_{ij}| < b^{(N+2M)}_{ij} \text{ for all pairs } (i, j). \]

Thus there is an $\alpha < 1$ and some $K$ such that

\[ |a^{(K)}_{ij}| \leq \alpha |b^{(K)}_{ij}| \text{ for all } i, j = 1, \ldots, m, \]

from which we conclude that

\[ |a^{(nK)}_{ij}| \leq \alpha^n |b^{(nK)}_{ij}| \text{ for all } i, j = 1, \ldots, m, \text{ and all } n \geq 1. \]

This yields the following inequality for the norms of the matrices

\[ \|A^{nK}\| \leq \alpha^n \|B^{nK}\|. \]
and by taking \( nK \)-th roots and letting \( n \) tend to infinity we obtain that
\[
\max_{\mu \in \text{spec } A} |\mu| \leq aK \max_{\lambda \in \text{spec } B} |\lambda|.
\]

\[\square\]

**Lemma 5.** Let \( p \) be a prime and \( n \in \mathbb{Z} \). Then the following congruence holds for all \( \ell \geq 0 \):
\[
\binom{p^{\ell+1}n}{p^{\ell+1}} \equiv \binom{p^\ell n}{p^\ell} \mod p^{\ell+1}.
\]

**Proof.** We use the following observation stated in [8]:
\[
\binom{pN}{pK} = \binom{N}{K} \prod_{j=1}^{p-1} \prod_{k=1}^{K} \binom{p(k + N - K) - j}{pk - j}.
\]

Inserting \( N = p^\ell n \) and \( K = p^\ell \) into this equation and observing that the denominators in the product are never divisible by \( p \) we obtain the congruence
\[
\binom{p^{\ell+1}n}{p^{\ell+1}} = \binom{p^\ell n}{p^\ell} \prod_{j=1}^{p-1} \prod_{k=1}^{p^\ell} \binom{p(k + p^\ell n - p^\ell) - j}{pk - j} \equiv \binom{p^\ell n}{p^\ell} \prod_{j=1}^{p-1} \prod_{k=1}^{p^\ell} \binom{pk - j}{pk - j} \equiv \binom{p^\ell n}{p^\ell} \mod p^{\ell+1}.
\]

\[\square\]

**Remark 9.** This lemma would be a special case of Theorem 3 in [9], but is excluded in the statement there.

**Lemma 6.** If \( n \) ranges over the numbers \( 0, 1, \ldots, p^\ell - 1 \) then \( \binom{p^\ell n}{p^\ell} \) ranges over all residue classes modulo \( p^\ell \).

**Proof.** We proceed by induction on \( \ell \). For \( \ell = 1 \) the assertion is clear by the fact that \( \binom{p}{p} \equiv n \mod p \). Assume now that the assertion is true for \( \ell \) and that
\[
\binom{p^{\ell+1}n}{p^{\ell+1}} \equiv \binom{p^{\ell+1}m}{p^{\ell+1}} \mod p^{\ell+1}.
\]

Then we have
\[
\binom{p^n}{p^\ell} \equiv \binom{m}{p^\ell} \mod p^\ell.
\]

as a consequence of (4.7) and by the induction hypothesis we get \( m \equiv n \mod p^\ell \). Inserting \( n = n' + \varepsilon p^\ell \) and \( m = n' + \delta p^\ell \) into (4.8) we obtain
\[
(n' + \varepsilon p^\ell) \prod_{r=1}^{p^{\ell+1}-1} \frac{p^{\ell+1-n'r(p)}(n' + \varepsilon p^\ell) - r(p)}{p^{\ell+1-n'r(p)} - r(p)} \equiv (n' + \delta p^\ell) \prod_{r=1}^{p^{\ell+1}-1} \frac{p^{\ell+1-n'r(p)}(n' + \delta p^\ell) - r(p)}{p^{\ell+1-n'r(p)} - r(p)} \mod p^{\ell+1}.
\]

It is immediate that the factors in the product do not depend on \( \varepsilon \) and \( \delta \), from which we deduce that \( \varepsilon \equiv \delta \mod p \) and therefore \( n \equiv m \mod p^{\ell+1} \).

\[\square\]
Theorem 6. Let $p$ be prime, $j \geq 0$, $\ell \geq 1$, and $a \in \mathbb{Z}$, $(a, p) = 1$. Then there exists $\beta < \alpha = \log_p \frac{p(p+1)}{2}$ such that
\[
\# \left\{ (k, n) : 0 \leq k \leq n < N, \ p^j \left\| \binom{n}{k} \right\|, \text{ and } p^{-j} \left\| \binom{n}{k} \right\| \equiv a \mod p^\ell \right\} = \frac{1}{\phi(p^\ell)} \# \left\{ (k, n) : 0 \leq k \leq n < N \right\} + \mathcal{O}(N^\beta),
\]
where $\psi_r^{(j)}$ are continuous periodic functions defined in Theorem 5 and $\phi$ is Euler’s function.

Proof. We begin with the case $j = 0$ and fix $\ell \geq 2$ for technical reasons (the case $\ell = 1$ follows by summation from $\ell = 2$). Let $\chi$ be a Dirichlet character modulo $p^\ell$. We introduce the notation $m \leq_p n$ to indicate that the $k$-th $p$-adic digit of $m$ is less than or equal to the $k$-th digit of $n$ for all $k$. For integers $0 \leq m, n < p^\ell$ we define the function
\[
g_\chi(n; m) = \begin{cases} \chi \left( \frac{(n!)}{(m!)(n-m)!}_p \right) & \text{if } m \leq_p n \\ 0 & \text{otherwise.} \end{cases}
\]

Let $f_\chi$ be the corresponding bivariate block-multiplicative function. We note that $f_\chi(n; m) = \chi \left( \binom{n}{m}_p \right)$ by (4.1) and furthermore that
\[
\# \left\{ (k, n) : 0 \leq k \leq n < N \text{ and } \binom{n}{k} \equiv a \mod p^\ell \right\} = \frac{1}{\phi(p^\ell)} \sum_\chi \chi(a) \sum_{m, n < N} f_\chi(n; m)
\]
for $(a, p) = 1$.

The term corresponding to the principal character $\varepsilon$ in the right hand side of (4.11) is exactly the number of binomial coefficients not divisible by $p$. In the sequel we will use matrices $U$ as in Lemma 3 for $s = \ell$. The matrix $U_\varepsilon$ corresponding to $f_\varepsilon$ has only entries 0 and 1. The matrices $U_\chi$ for non-principal $\chi$ have 0 entries exactly in the same places as $U_\varepsilon$. The other entries of $U_\chi$ are complex numbers of modulus 1. Since $u_{(B, B')}, (C, C') \neq 0$, if and only if $B' \leq_p B$ and $C' \leq_p C$, a suitable ordering of $B_\ell \times B_\ell$ gives a matrix $U_\varepsilon$ of the form
\[
\left( \frac{p(p+1)}{2} \right)^\ell \begin{pmatrix} \binom{n}{0} & \binom{n}{1} & \cdots & \binom{n}{n} \\ \vdots & \vdots & \ddots & \vdots \\ \binom{1}{0} & \binom{1}{1} & \cdots & \binom{1}{n} \\ 0 & \cdots & \cdots & 0 \end{pmatrix},
\]
which shows immediately that $U_\varepsilon$ has rank 1 and that its only non-zero eigenvalue is $\left( \frac{p(p+1)}{2} \right)^\ell$. It is sufficient to deal with the sub-matrix of size $\left( \frac{p(p+1)}{2} \right)^\ell$ containing the non-zero entries. For convenience, we denote this matrix also by $U_\chi$. By Lemma 4 it suffices to
find one entry in $U^2_\chi$ which has smaller modulus than $\left(\frac{p(p+1)}{2}\right)^\ell$ (the corresponding entry in $U^2_\varepsilon$). For this purpose we observe that by (4.2) and (4.5)

$$u^\chi(0,0),(n,1)u^\chi(n,1),(0,0) = \chi\left(\left(\frac{p^\ell n}{p^\ell}\right)\right).$$

Thus as a consequence of Lemma 6 we have

$$\sum_n u^\chi(0,0),(n,1)u^\chi(n,1),(0,0) = 0,$$

where the summation is extended over all $n = 1, \ldots, p^\ell - 1$, which are not divisible by $p$. Therefore, the entry $u^{\chi,(2)}(0,0),(0,0)$ of $U^2_\chi$ is strictly less than $\left(\frac{p(p+1)}{2}\right)^\ell$.

To conclude with the case $j = 0$, we first note that by (4.2) the first sum in (4.6) is

$$\sum_{D,D'\in B}u^{C,C'}(n,1)F_{D,D'}(N).$$

Thus, since $\|g_\chi\|_\infty = 1$, there exists a constant $c > 0$ (independent of $B$, $N$, and $\chi$) such that

$$\|F_\chi(BN) - U_\chi F_\chi(N)\| \leq cN.$$

For $\chi \neq \varepsilon$ iterating this inequality, using (2.8) and the estimate for $\lambda_\chi$ yields (for any $\eta > 0$)

$$\|F_\chi(N)\| = O\left(\max(\lambda_\chi + \eta, p^s)^{1\over 2}\log pN\right) = O(N^\beta)$$

for some $\beta < \alpha$.

We now consider arbitrary $j \geq 1$ for $N = B_0 \cdots B_k$ with $B_0, \ldots, B_k \in B_\ell$. In order to handle the carries, which occur in this case, we denote by $C(n, m)$ the set of indices, where a carry occurs in the subtraction of $m$ from $n$. For a given set of carries $A$ and a positive integer $t$ we denote $A - t = \{k - t : k - t \geq 0, k \in A\}$. For fixed $A$, $\chi$ a fixed non-trivial character, and $N < p^{K+1}$ we introduce

$$F^{(A)}(N) = \sum_{\substack{n < N \\ m < N \\ C(n, m)=A}} \chi\left(\frac{(N_0!)_p}{(M_0!)_p(R_0!)_p}\right) \cdots \chi\left(\frac{(N_K!)_p}{(M_K!)_p(R_K!)_p}\right),$$

and as before we use $F^{(A)}_{C,C'}(N)$ and $F^{(A)}(N)$ (for readability we omit the dependence on $\chi$ in the notation).

We now proceed by induction on the size of $A$ and claim that there exist $C = C(\#A) > 0$ and $\beta < \alpha$ such that for all $N$

$$\|F^{(A)}(N)\| \leq C(\#A)N^\beta.$$
This is true for \( \#A = j = 0 \) by (4.13). Until meeting the first carry we get similarly to (4.12)

\[
\left\| \mathbf{F}^{(A-r\ell)}(B_2B_{r+1}\ldots B_k) - U_{X} \cdot \mathbf{F}^{(A-(r+1)\ell)}(B_{r+1}\ldots B_k) \right\| \leq \]

\[
\leq c \times (B_{r+1}\ldots B_k) \leq cNp^{-(r+1)\ell}
\]

for \( r \leq r_0 = \left\lfloor \frac{\min A}{\ell} \right\rfloor - 1 \)

(note that \( \#(A - (r + 1)\ell) = \#A \)). For \( r = r_0 + 1 \) we encounter the first carry. We form a block of length \( t \geq \ell \) which contains at least \( \ell - 1 \) digits without carry, and such that the \( \ell - 1 \) digits after this block have no carries. We choose \( t \) minimal with respect to these properties; it is clear that \( t \leq 2j(\ell - 1) \). Then we define two matrices \( V \) and \( W \) of respective dimensions \( p^{2t} \times p^t \) and \( p^{2t} \times p^t \) (using the notation of (4.1), which explains the meaning of \( R \) and \( \tilde{R} \):

\[
v_{(B,B')_{(C,C')}} = \begin{cases} 
\prod_{i=0}^{t+\ell-1} \chi \left( \frac{(BC)_i!}{((BC')_i)!p((\tilde{R})_i)!p} \right) & \text{if subtraction of } C' \text{ from } C \text{ has carries exactly in the according positions} \\
\prod_{i=0}^{\ell} \chi \left( \frac{((C)_i)!}{((C')_i)!p((\tilde{R})_i)!p} \right) & \text{otherwise,}
\end{cases}
\]

and

\[
w_{(C,C'),(B,B')} = \begin{cases} 
\prod_{i=0}^{t+\ell-1} \chi \left( \frac{(CB)_i!}{((C'B')_i)!p((\tilde{R})_i)!p} \right) & \text{if subtraction of } C' \text{ from } C \text{ has carries exactly in the according positions} \\
\prod_{i=0}^{\ell} \chi \left( \frac{((B)_i)!}{((B')_i)!p((\tilde{R})_i)!p} \right) & \text{otherwise}
\end{cases}
\]

for \( |B| = |B'| = \ell \) and \( |C| = |C'| = t \).

We now rewrite \( B_{r_0+1}\ldots B_k = CB'_1\ldots B'_{k'} \) (by adding leading 0’s if necessary) with \( |C| = t \) and \( |B'_i| = \ell \). Similarly to (4.14) we have

\[
\left\| \mathbf{F}^{(A-(r_0+1)\ell)}(B_{r_0+1}\ldots B_k) - VW\mathbf{F}^{(A-(r_0+2)\ell-t)}(B'_2\ldots B'_{k'}) \right\| \leq \]

\[
\leq c_V \times (B'_2\ldots B'_{k'}) + \|V\|c_V \times (B'_2\ldots B'_{k'}) \leq c'Np^{-(r_0+2)\ell-t},
\]

where the last inequality makes use of the fact that there are only finitely many matrices \( V \) and \( W \), since \( t \leq 2j(\ell - 1) \). By construction we have \( \#(A - (r_0 + 2)\ell - t) < \#A \). By putting together (4.14) and (4.15) we obtain

\[
\left\| \mathbf{F}^{(A)}(B_0\ldots B_k) - U_X^nVW\mathbf{F}^{(A-(r_0+2)\ell-t)}(B'_2\ldots B'_{k'}) \right\| \leq c'N \sum_{i=0}^{r_0} \left( \frac{\|U_X\|}{p^{\ell}} \right)^i.
\]

Using the induction hypothesis and proceeding as in (4.13) we get

\[
\left\| \mathbf{F}^{(A)}(N) \right\| = C(\#A)N^\beta.
\]
Summing up over the $O((\log N)^j)$ possible choices of $A$ and taking into account that the factor $(-1)^{\ell - 1}$ in (4.1) depends only on $A$ yield that the sum over the non-principal characters is $O(N^{3+\varepsilon})$ (for any $\varepsilon > 0$). As for $j = 0$ the theorem follows. \hfill \Box

4.2. \textit{p}-free part of binomial coefficients. A further natural question concerns the distribution of the $p$-free part of binomial coefficients in the $p$-adic integers. Since in Theorem 6 the valuation (or equivalently, the number of carries) was fixed, and the error depended on this, the following theorem is not a consequence of Theorem 6. Conversely, such a $p$-adic result could not imply Theorem 6 because the set of binomial coefficients with given valuation has zero density.

**Theorem 7.** Let $p$ be a prime. Then for any $a \in \mathbb{Z}_p^*$, any $\ell \geq 1$, and any $(m, r) \in \mathbb{N}^* \times \mathbb{N}$ we have

$$
\lim_{N \to \infty} \frac{2}{N^2} \# \left\{ (n, k) : 0 \leq k \leq n < N, \quad v_p \left( \binom{n}{k} \right) \equiv r \mod m, \quad \text{and} \quad \binom{n}{k}_{(p)} \equiv a \mod \mathbb{Z}_p^\ell \right\} = \frac{1}{m\phi(p^\ell)}.
$$

Before giving a proof we state two immediate corollaries.

**Corollary 8.** For any $a \in \mathbb{Z}_p^*$ and any $\ell \geq 1$ we have

$$
\lim_{N \to \infty} \frac{2}{N^2} \# \left\{ (n, k) : 0 \leq k \leq n < N \quad \text{and} \quad \binom{n}{k}_{(p)} \equiv a \mod \mathbb{Z}_p^\ell \right\} = \frac{1}{\phi(p^\ell)};
$$

in words: the $p$-free parts of the binomial coefficients are uniformly distributed in $\mathbb{Z}_p^*$.

By a classical result of Legendre [31] a positive integer $n$ can be represented as a sum of three squares, if and only if it is not of the form $n = 2^k(8m + 7)$. This fact was used in [22] to prove that the set of integers $n$, for which $\binom{n}{n}$ can be represented as a sum of three squares, has asymptotic density $\frac{7}{8}$ in the set of all natural numbers. The following corollary will prove that this is true for all binomial coefficients. We remark here that the set of positive integers not representable as a sum of three squares has density $\frac{5}{6}$.

**Corollary 9.** The asymptotic density of binomial coefficients representable as a sum of three squares is $\frac{7}{8}$:

$$
\lim_{N \to \infty} \frac{2}{N^2} \# \left\{ (n, k) : 0 \leq k \leq n < N \quad \text{and} \quad \binom{n}{k} \text{ is a sum of three squares} \right\} = \frac{7}{8}.
$$

**Proof of Theorem 7.** The proof will follow similar lines as in the proof of Theorem 6. The main difference will be that we will have to incorporate the effects of the carries into the definition of the matrices. We make use of the fact that $\mathbb{Q}_p^* \simeq \mathbb{Z} \times \mathbb{Z}_p^*$. Therefore the characters in $\hat{\mathbb{Q}}_p^*$ can be written as

$$
\chi_\zeta(x) = \zeta^{v_p(x)} \chi \left[ (x)_{(p)} \mod p^\ell \right],
$$
where $\chi$ is a Dirichlet character modulo $p^\ell$ for some $\ell \geq 1$ and $\zeta$ is a complex number of modulus 1. We write $G_\ell$ for the Dirichlet characters modulo $p^\ell$ on $\mathbb{Z}_p^*$. For our purpose it suffices to use characters $\chi_\zeta$ with $\zeta$ an $m$-th root of unity. Using the above notation we have

$$
\sum_{0 \leq k \leq n < N} \chi_\zeta \left( \binom{n}{k} \right) = \frac{1}{m \phi(p^\ell)} \sum_{\zeta^m = 1} \zeta^{-r} \sum_{\chi \in G_\ell} \sum_{0 \leq k \leq n < N} \chi \left( \binom{n}{k} \right).
$$

It now remains to show that

$$
\lim_{N \to \infty} 2 \sum_{0 \leq k \leq n < N} \chi_\zeta \left( \binom{n}{k} \right) = 0
$$

for all non-trivial characters of the type introduced above.

We fix $\ell \geq 1$ and a non-principal character $\chi_\zeta$. Using the notation of Lemma 2 we define the matrix $U = U_{\chi_\zeta}$ of dimension $p^{3\ell}$ with $A, B, C, A', B', C' \in B_\ell$ by

$$
(4.20) \quad u_{(A,B,C),(A',B',C')} = \zeta^{-r} \prod_{i=0}^{2\ell-1} \chi \left( \frac{(AA')_i!}{p} \right) \prod_{i=0}^{\ell-1} \chi \left( \frac{(A'1)_i!}{p} \right),
$$

if either $BB' + CC' \equiv AA' \mod p^{2\ell}$ or $BB' + CC' + 1 \equiv AA' \mod p^{2\ell}$, where $e(A, B, A', B')$ denotes the number of carries in the subtraction $(AA')_{\ell-1} - (BB')_{\ell-1}$. Otherwise we set $u_{(A,B,C),(A',B',C')} = 0$. We define

$$
(4.21) \quad f(A_0A_1 \ldots A_\ell; B_0B_1 \ldots B_\ell; C_0C_1 \ldots C_\ell) = u_{(A_0,B_0,C_0),(A_1,B_1,C_1)} u_{(A_1,B_1,C_1),(A_2,B_2,C_2)} \cdots u_{(A_{\ell-1},B_{\ell-1},C_{\ell-1}),(A_\ell,B_\ell,C_\ell)}
$$

and

$$
F_{A,B,C}(N) = \sum_{A_\ell,B_\ell,C_\ell < N} f(A_\ell; B_\ell; C_\ell).
$$

Notice first that by definition of $f$ only arguments $(n; k; r)$ with $k + r = n$ yield a non-zero value of $f$. Moreover, the two products in (4.20) yield the product in Granville’s formula (4.1); similarly to Lemmas 1 and 3 the considerations of couples of blocks permits to take into account the effect of the carries between two consecutive blocks. In (4.21) the exponent $e(A, B, A', B')$ gives $\sum_{k=0}^{\ell-1} e(A_k, B_k, A_{k+1}, B_{k+1}) = e_\ell$ with the notation of (4.1). For the contribution of $\zeta$ we will have to take care of the carries within the first $\ell - 1$ digits separately. For this purpose we define $h(B, C)$ to be the number of carries in the addition of $B$ and $C$.

Then by Granville’s congruence (4.1) and (4.21) we have for $N > p^\ell$

$$
F(N) = \sum_{A,B,C < B_\ell} \delta(A, B, C) \zeta^{h(B,C)} F_{A,B,C}(N) = \sum_{0 \leq k \leq n < N} \chi_\zeta \left( \binom{n}{k} \right).
$$
where $\delta(A, B, C) = 1$, if $B + C \equiv A \mod p^\ell$ and $\delta(A, B, C) = 0$ otherwise. Since $f$ as defined above is a “trivariate block-multiplicative function” we have similarly to Lemma 3 (we omit all sums, which are obviously zero)

$$F_{A, B, C}(DN) = \sum_{AA', BB': CC' \in B_\ell} \sum_{n,k,r < N} f(AA'n; BB'k; CC'r) + \sum_{AA', BB': CC' \in B_\ell} \sum_{k,r < N} f(AA'N; BB'k; CC'r)$$

(4.22) 

$$+ \sum_{AA', BB': CC' < D} \sum_{r < N} f(AA'N; BB'N; CC'r) + \sum_{AA', BB': CC' < D} \sum_{k < N} f(AA'N; BB'k; C'C')$$

$$+ \sum_{AA', BB': CC' < D} f(AA'N; BB'N; C'C').$$

Since only arguments $(n; k; r)$ give non-zero value, if $k + r = n$ the second sum is $O(N)$; the third to fifth sums are trivially $O(N)$. Thus we only have to treat the first sum. As in the proof of Theorem 6 we have to show that the dominating eigenvalue of $U_\chi$ is strictly smaller in modulus than the dominating eigenvalue of $U_\varepsilon$ ($\varepsilon$ being the trivial character). By reordering the entries of the matrix $U_\varepsilon$ we can reach the following form, where $0$ and $1$ denote blocks of 0’s and 1’s of the size indicated

$$B + C = A \quad \{ \begin{pmatrix} 1_{(a \times a)} & 1_{(b \times b)} & 0_{(a \times b)} & 0_{(a \times a)} & 0 \\ 0_{(b \times a)} & 0_{(b \times b)} & 1_{(b \times b)} & 1_{(b \times a)} & 0 \\ 1_{(b \times a)} & 1_{(b \times b)} & 0_{(b \times b)} & 0_{(b \times a)} & 0 \end{pmatrix} \}$$

$$B + C + 1 = A \quad \{ \begin{pmatrix} 0_{(a \times a)} & 0_{(a \times b)} & 1_{(a \times a)} & 1_{(a \times a)} & 0 \\ 0 & 0 & 0 & 0 & 0 \end{pmatrix} \}$$

where $a = \frac{p^{\ell+1}-1}{2}$ and $b = \frac{p^{\ell-1}}{2}$. We note that the sub-matrix of the first $2p^{2\ell}$ lines and columns is primitive, since its square has only non-zero entries.

As in the proof of Theorem 6 we use

$$u_{\chi}^{(0,0,0),(n,n-1,1)}u_{\chi}^{(n,n-1,1),(0,0,0)} = \chi \left( \begin{pmatrix} p^n \\ p^\ell \end{pmatrix} \right).$$

In the case that $\chi \neq \varepsilon$ we take summation over all prime residue classes modulo $p^{\ell}$ and use Lemma 6 to prove that this entry in $U_{\chi}$ is less than the corresponding entry in $U_\varepsilon$. In the case that $\chi = \varepsilon$ and $\zeta \neq 1$ we sum the entries for $n = 1$ and $n = p$. Then an application of Lemma 4 finishes the proof. 

**Remark 10.** It follows from Corollary 3 and the above proof that we can bound the implicit error term in Theorem 7 by $o \left( N^{\lambda} \log N^{\lambda-2} \right)$ for any $\lambda$ larger than the moduli of all the eigenvalues of the matrices $U_{\chi\epsilon}$.

5. Extension to multinomial coefficients

The two main tools in Sections 3 and 4 are Kummer’s formula for the valuation of binomial coefficients and Granville’s extension of Lucas’ congruence. For multinomial coefficients there exists a formula generalizing Kummer’s result [27, 37]: the $p$-valuation of \( \left( \frac{h_1, h_2, \ldots, h_t}{n} \right) \) is the number of carries (counted with multiplicity) in the addition $h_1 + \cdots + h_t$ in base $p$. 
Similarly, Granville’s congruence (4.1) can be generalized to multinomial coefficients by replacing $m$ and $r$ by $h_1, \ldots, h_t$.

The main ingredient for the proof of Theorem 5 was the stability of the set of functions $b^T_L$ generated by the functions $a_\ell$. The combinatorics behind the carries in the addition $h_1 + \cdots + h_t$ is more complicated but again gives rise to a finite set of functions generalizing the $a_\ell$’s; after this the same procedure can be applied to derive a result similar to Theorem 5, where $\alpha$ has to be replaced by $\log p(\log p + t - 1)$. The case $j = 0$ has been treated in [3].

Generalizations of Theorem 7 and the case $j = 0$ Theorem 6 are quite immediate adaptations of the proofs above. For general $j$ in Theorem 6 we expect that it could be done along the same lines with some more efforts.
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