
EFFECTIVE EQUIDISTRIBUTION OF NORM ONE ELEMENTS IN
CM-FIELDS

SHABNAM AKHTARI, JEFFREY D. VAALER, AND MARTIN WIDMER

ABSTRACT. For a number field K let SK be the maximal subgroup of the multi-
plicative group K× that embeds into the unit circle under each embedding of K
into the complex numbers. The group SK can be seen as an archimedean coun-
terpart to the group of units O×

K of the ring of integers OK . If K = Q(SK) is a
CM-field then SK/Tor(K×) is a free abelian group of infinite rank. If K = Q(SK)
is not a CM-field then SK = {±1}. In the former case SK is the kernel of the
relative norm map from K× to the multiplicative subgroup k× of the maximal
totally real subfield k of K.

We prove an effective equidistribution result for the elements of SK embed-
ded into the complex unit circle and enumerated by the Weil height. Our result
also includes a specific rate of convergence.

For imaginary quadratic fields an ineffective version of the equidistribution
result has been proven by Petersen and Sinclair.

1. INTRODUCTION

Let K be a number field. We choose a representative |·|v for each place v of K
and write v|∞ if v is archimedean and v ∤ ∞ if v is non-archimedean. The group
of units of the ring of integers OK is given by

O×
K = {α ∈ K×; |α|v= 1 for all v such that v ∤ ∞}.

In this article we study its “archimedean counterpart” defined by

SK = {α ∈ K×; |α|v= 1 for all v such that v|∞}.

It is clear that SK is also a subgroup of the multiplicative group K× and that

{±1} ⊆ Tor(K×) = SK ∩O×
K ,(1.1)

where Tor(K×) denotes the torsion subgroup of K×. Our main result is con-
cerned with the distribution of elements in SK when enumerated by the Weil
height.

But first let us clarify the basic structure of the group SK and its connection
to CM-fields. Recall that a number field K is a CM-field if it is totally complex
and contains a totally real subfield k of index 2.

Proposition 1.1. Let K be a number field, and let Q(SK) be the intersection of all
subfields of K that contain SK. If Q(SK) is not a CM-field then SK = {±1}. If Q(SK)
is a CM-field then SK/Tor(K×) is a free abelian group of countably infinite rank.
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Obviously we have SQ(SK) = SK for each number field K. For the purposes
of studying the group SK we can and will therefore assume that K is a CM-field,
and we write k for its maximal totally real subfield.

The norm map NK/k : K× → k× is a homomorphism of groups and it is
closely related to the group SK via the following proposition. The proof follows
easily from a characterisation of CM-fields due to Shimura, and stated here as
Proposition 2.1.

Proposition 1.2. Let K be a CM-field, and let k be its maximal totally real subfield.
Then SK is the kernel of the norm map NK/k : K× → k×.

We now describe our main result. In short, it provides the asymptotics, and a
power saving error term, for the number of elements in SK with bounded height
whose embeddings lie in given arcs of the unit circle in C.

Let 2N be the degree of the CM-field K, and recall that k is its maximal totally
real subfield. For 1 ≤ n ≤ N let σn, σn+N be the N pairs of complex conjugate
embeddings of K into C, so that

SK = {α ∈ K; |σn(α)|= 1 for 1 ≤ n ≤ N}.

For a non-zero complex number x we write arg(x) for the unique argument of x
in [0, 2π), so that x = |x|ei arg(x). For a product of intervals I = I1 × · · · × IN with
each interval Ij ⊆ [0, 2π) we define

SK(I) = {α ∈ SK; (arg(σn(α)))n ∈ I},

and we write |I| for the product of the lengths of the intervals I1, . . . , IN .
For each place v of K we choose the unique representative |·|v that either ex-

tends the usual archimedean absolute value or one of the usual p-adic absolute
values on Q, and we write [Kv : Qv] for the local degree at v. Let

H(α) = ∏
v

max {1, |α|v}
[Kv :Qv]

[K:Q]

denote the absolute (multiplicative) Weil height on K. We refer the reader to [4,
Section 1.5] for more details on the Weil height. For H ≥ 1 we define

SK(I ,H) = {α ∈ SK(I); H(α) ≤ H}.(1.2)

We set

AK =

 ∏
P|DK/k

2Nk/Q(P)
Nk/Q(P) + 1

 1√
Nk/Q(DK/k)

hkRk

ωkζk(2)|∆k|
,(1.3)

where the product1 runs over all prime ideals P of Ok dividing the relative dis-
criminant DK/k of K/k, and Nk/Q(P) = [Ok : P] denotes the (absolute) norm of
the ideal P, hk denotes the class number, Rk is the regulator, ωk = 2 is the number
of roots of unity, and ∆k is the discriminant of k.

We are now in position to state the main result.

1As usual, the empty product is interpreted as 1.
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Theorem 1.1. Let K be a CM-field of degree 2N. There exists CK > 0, depending only
on K, such that for every H ≥ 2 we have∣∣∣#SK(I ,H) − AK|I|H2N

∣∣∣ ≤ CKH2N−1L,(1.4)

where L is defined to be logH if N = 1 and 1 if N ≥ 2.

For I = [0, 2π)N the main term of our result could possibly be derived from
work of Batyrev and Tschinkel ([2, Corollary 4.7] or even its precursor [1]). How-
ever, this would require some efforts. While very general, the methods from [2]
do not provide effective results. To obtain an explicit power saving error term
we develop another method, more in the spirit of [8], which we explain at the
end of this section.

Let SK(H) = {α ∈ SK; H(α) ≤ H}. Consider the discrepancy

DH(SK) = sup
I

∣∣∣∣#SK(I ,H)
#SK(H)

− |I|
(2π)N

∣∣∣∣ ⊆ [0, 1],

where the supremum is taken over all products of intervals

I = I1 × · · · × IN ⊆ [0, 2π)N .

Next consider the complete collection σ1, . . . , σN of independent embeddings
of K. Theorem 1.1 implies not only that the points of SK are simultaneously and
independently equidistributed on the unit circle under these embeddings (when
enumerated by the Weil height) but we also get a an explicit upper bound on the
discrepancy (at least up to the constant C′

K).

Corollary 1.1. Let K and L be as in Theorem 1.1. There exists C′
K > 0 such that for

H ≥ 2 we have

DH(SK) ≤ C′
K
L
H .(1.5)

A precursor of Corollary 1.1 was proven in 2011 by Petersen and Sinclair [9,
Theorem 2.1] in the case of imaginary quadratic fields K. It is conceivable that
equidistribution can be deduced for arbitrary CM-fields by combining an obser-
vation of Peyre [10, Proposition 5.0.1] with the aforementioned work of Batyrev
and Tschinkel [2]. However, neither Batyrev, Tschinkel and Peyre’s nor Petersen
and Sinclair’s work yields an effective equidistribution result. Petersen and Sin-
clair’s work is analytic in nature and uses Weyl’s equidistribution criterion, the
Wiener-Ikehara Tauberian Theorem, and properties of Hecke L-functions. Our
approach is quite different and the basic strategy is explained at the end of this
section.

It is worthwhile to note that equidistribution fails if we consider many qua-
dratic CM-fields simultaneously. Let us consider the set of all rational and all
imaginary quadratic points on the unit circle

S2 =
⋃
K

SK ,

where the union is taken over all imaginary quadratic fields K (here we consider
each K as subfield of C), and set

S2(I ,H) = {eiθ ∈ S2; θ ∈ I , H(eiθ) ≤ H} =
⋃
K

SK(I ,H).
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If I ⊆ (π, 2π) then #S2(I ,H) = #S2(I − π,H) as H(α) = H(−α). Therefore, it
suffices to consider the case I ⊆ [0, π]. A point eiθ ̸= ±1 on the unit circle is
imaginary quadratic if and only if cos(θ) = −b/2a, for coprime integers a > 0, b.
In this case the minimal polynomial is

f (x) = ax2 − 2a cos(θ)x + a = ax2 + bx + a ∈ Z[x]

and H(eiθ) =
√

a (see [4, Propositions 1.6.5 and 1.6.6]). Writing |cos(I)| for the
length of the interval cos(I), we get

#S2(I ,H) = O(1) +
H2

∑
a=1

∑
b∈−2a cos(I)

(a,b)=1

1 =
|cos(I)|

ζ(2)
H4 + O(H2 logH).

In particular, S2 is not equidistributed on the unit circle, when ordered by the
Weil height H(·).

We conclude this section with a brief overview of the remaining sections. In
Section 2 we recall some basic facts about CM-fields, and we deduce the first
part of Proposition 1.1 and Proposition 1.2.

It follows from Proposition 1.2 that Hilbert’s Theorem 90 provides a surjec-
tive group homomorphism ψ : K× → SK with kernel k×. In Section 3 we use this,
in conjunction with the (logarithmic) Weil height, to deduce that SK/Tor(K×) is a
free abelian group of (countably) infinite rank, proving the second part of Propo-
sition 1.1.

Sections 4-7 are preparations for the proof of Theorem 1.1. Section 4 provides
the counting principle Lemma 4.2 based on geometry of numbers to count lattice
points. In Section 5 we introduce the counting domain, and we prove that it
satisfies the technical conditions needed to apply Lemma 4.2.

Section 6 can be seen as the core of the proof. The homomorphism ψ induces
an isomorphism ψ̂ : K×/k× → SK. Therefore we need to construct a suitable
fundamental domain of K× under the action of k×. “Suitable” means that the
height bound cuts out a subset that is accessible to our counting techniques. All
this is done in detail in Section 6 and (modulo minor modifications) this part
is applicable to counting elements of bounded height in the kernel of the norm
map for any quadratic extension K/k of number fields.

The next step is to transform the counting problem to an ordinary lattice
point counting problem, and this is carried out in Section 7. We then have all in
place to finalise the proof of Theorem 1.1, which is done in Section 8.

In the final section we consider the quotient group K×/k×. We show that if a
coset k× in K× intersects SK then the minimal height of all elements in that coset
is the height of the elements that lie in SK (clearly they all have equal height).
More generally we show that this holds true whenever K/k is a quadratic exten-
sion and SK is the kernel of the norm map NK/k : K× → k×. Furthermore, we
show that the cosets that intersect SK are precisely the images of the squares in
SK under the inverse map of the isomorphism ψ̂.
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2. BASICS ON CM-FIELDS

Let ρ : C → C be the complex conjugation. A basic observation made already
by Shimura [11, 18.2. Lemma (i)] is the following very useful characterisation of
CM-fields.

Lemma 2.1 (Shimura). A number field K is a CM-field if and only if there exists a non-
trivial automorphism τ of K such that σ ◦ τ = ρ ◦ σ for all homomorphisms σ : K → C.

If K is a CM-field and k its maximal totally real subfield then the automor-
phism τ from Lemma 2.1 satisfies

τ = σ−1 ◦ ρ ◦ σ(2.6)

for every homomorphisms σ : K → C, and it is a non-trivial automorphism of
K fixing k (we drop ◦ and simply write σ−1ρσ). Consequently, τ is the unique
non-trivial element of Gal(K/k), and

Gal(K/k) = ⟨τ⟩.(2.7)

Shimura [11, 18.2. Lemma (ii)] also observed that Lemma 2.1 implies the follow-
ing result.

Lemma 2.2 (Shimura). The composite field of finitely many CM-fields is also a CM-
field.

Blanksby and Loxton [3, Theorem 1] proved a characterisation of CM-fields
that connects them to the group SK.

Theorem 2.1 (Blanksby, Loxton). Let K be a number field of degree d > 1. Then K is
a CM-field if and only if K = Q(α) for some α ∈ SK .

In fact [3, Theorem 1] is stated slightly differently and we are using the fact
that if the maximal modulus of the conjugates (over Q) of an algebraic number
α ∈ C is equal to 1, then all conjugates lie on the unit circle. This is because the
complex conjugate ρ(α) is also a conjugate (over Q) of α. Hence α is reciprocal.

Theorem 2.1 in conjunction with Lemma 2.2 yields the first part of Proposi-
tion 1.1.

Lemma 2.3. Let K be a number field. Then SK ̸= {±1} if and only if Q(SK) is a
CM-field.

Proof. Suppose α1, . . . , αn ∈ SK\{±1} with Q(SK) = Q(α1, . . . , αn). By Theorem
2.1 we see that Ki = Q(αi) is CM for 1 ≤ i ≤ n. By Lemma 2.2 we conclude that
Q(SK) = K1 · · ·Kn is also CM. The other direction is trivial. □

Next we restate the Proposition 1.2 and we prove it.
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Proposition 2.1. Let K be a CM-field and k its maximal totally real subfield. Then SK
is the kernel of the norm map NK/k : K× → k×.

Proof. Let α ∈ K× be in the kernel of the norm map. Using (2.7) and (2.6) gives

1 = NK/k(α) = ατ(α) = ασ−1(ρ(σ(α)))

for all homomorphisms σ : K → C. Applying σ on both sides gives

1 = σ(α)ρ(σ(α)) = |σ(α)|2.

Hence, |α|v= 1 for all archimedean places v of K, and so α ∈ SK.
Now suppose β ∈ SK. Then |σ(β)|2= σ(β)ρ(σ(β)) = 1 for all homomorphism

σ : K → C. Applying σ−1 on both sides gives 1 = βσ−1(ρ(σ(β))) = βτ(β). Thus
NK/k(β) = 1. □

We also learn from this proof that if α ∈ K× then σ(NK/k(α)) = |σ(α)|2> 0 for
any homomorphism σ : K → C. Hence, the norm NK/k maps to the subset of k×

of totally positive elements.
As before let τ be the unique non-trivial automorphism of K fixing k, and let

ψ : K× → K× be the group homomorphism defined by

ψ(β) =
β

τ(β)
.(2.8)

We note that the kernel of ψ is k×. Since K/k is a cyclic extension and Gal(K/k) =
⟨τ⟩ it follows from Hilbert’s Theorem 90 that ker NK/k = Im ψ. Hence, the maps
ψ and the norm NK/k yield an exact sequence

k× id−→K× ψ−→ K× NK/k−→ k×,(2.9)

and we know from Proposition 2.1 that the group SK is given by the kernel of
the norm map NK/k which in turn is equal to the image of ψ. Hence,

SK = Im ψ ∼= K×/k×.(2.10)

3. THE GROUP STRUCTURE OF SK

In this section we prove that SK/Tor(K×) is a free abelian group of countably
infinite rank, proving the second claim of Proposition 1.1.

Lemma 3.1. Let K be a CM-field and let k be its maximal totally real subfield. Then
SK/Tor(K×) is a free abelian group of countably infinite rank.

Proof. It follows from the exact sequence (2.9) that the induced homomorphism

ψ̂ : K×/k× → SK(3.11)

is an isomorphism of multiplicative groups. By a result of Brandis [5] the group
K×/k× is not finitely generated. Because (3.11) is an isomorphism, we conclude
that the group SK is not finitely generated.

From (1.1) we get

Tor(SK) = Tor(K×),(3.12)

and therefore Tor(SK) is a finite cyclic group of order 2q where q|∆K. Hence, the
torsion-free abelian group SK/Tor(K×) is not finitely generated.
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We note that the absolute, logarithmic Weil height h(·) = log H(·) is well de-
fined on the multiplicative quotient group

K×/Tor(K×) = GK .

Moreover, the Weil height

h : GK → [0, ∞)

satisfies (here we write α and β for coset representatives in GK):

(i) 0 ≤ h(α) for α in GK, and 0 = h(α) if and only if α = 1,

(ii) h(αm) = |m|h(α) for each m ∈ Z and α in GK,

(iii) h(αβ) ≤ h(α) + h(β) for each α and β in GK,

(iv) there exists 0 < ε(K) so that ε(K) ≤ h(α) for each α ̸= 1 in GK.

These four conditions imply that h is a discrete norm on the abelian group GK,
and on all of its subgroups. It is known (see [7], [13], and [16]) that an abelian
group with a discrete norm must be a free group. As

SK/Tor(K×) ⊆ GK ,

we find that the quotient group SK/Tor(K×) is a free group and not finitely gen-
erated. Hence, SK/Tor(K×) has (countably) infinite rank. □

4. LATTICE POINT COUNTING

Throughout this section let D ≥ 2 be an integer. By a lattice Λ in RD we
mean a discrete, free Z-module of rank D. Let λ1(Λ) be the shortest euclidean
length of a non-zero vector of Λ

λ1 = min{|x|; x ∈ Λ, x ̸= 0}.

Let M be a positive integer, and let L be a non-negative real number. We say that
a set S is in Lip(D, M, L) if S is a subset of RD, and if there are M maps

ϕ1, . . . , ϕM : [0, 1]D−1 −→ RD

satisfying a Lipschitz condition

|ϕi(x) − ϕi(y)|≤ L|x − y| for x, y ∈ [0, 1]D−1, i = 1, . . . , M

such that S is covered by the images of the maps ϕi.
If the boundary ∂S is in Lip(D, M, L) then ∂S has measure zero and thus S is

measurable (see, e.g., [12]).
The following Lemma is [15, Lemma 3.1].

Lemma 4.1. Let Λ be a lattice in RD Let S be a set in RD such that the boundary ∂S of
S is in Lip(D, M, L), and suppose S lies in the closed euclidean ball with centre P. Then
S is measurable, and moreover,∣∣∣∣#(Λ ∩ S) − VolS

det Λ

∣∣∣∣ ≤ D3D2/2M

((
L
λ1

)D−1

+ 1∗(S ∩ Λ)

)
,
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where 1∗(S ∩ Λ) = 0 if S ∩ Λ = ∅ and 1∗(S ∩ Λ) = 1 otherwise.

If we can choose P to be the origin and the latter is not contained in S then
we can get rid of the extra 1∗ in the error term, and this gives a slightly more
convenient version for our purposes.

Lemma 4.2. Let Λ be a lattice in RD and λ1 = λ1(Λ). Let S be a set in RD such that
the boundary ∂S of S is in Lip(D, M, L). Suppose S is contained in the closed euclidean
ball about the origin of radius L, and the origin is not contained in S. Then∣∣∣∣#(Λ ∩ S) − VolS

det Λ

∣∣∣∣ ≤ 2D3D2/2M
(

L
λ1

)D−1

.

Proof. The claim follows from Lemma 4.1 upon noticing that if L < λ1 then
Λ ∩ S = ∅ so that 1∗(Λ ∩ S) = 0. And if L ≥ λ1 then L/λ1 ≥ 1∗(Λ ∩ S). □

5. PRELIMINARIES

For 1 ≤ n ≤ N let σn, σn+N be the N pairs of complex conjugate embeddings
of K into C. Write σ : K → CN for the Minkowski-embedding defined by

σ(β) = (σ1(β), . . . , σN(β)).

Recall that k, the maximal totally real subfield of K, has degree N, and its N
distinct embeddings into C are given by the restrictions of σ1, . . . , σN to k. Let
l : k× → RN be the usual logarithmic mapping defined by

l(β) = (2 log|σ1(β)|, . . . , 2 log|σN(β)|).

Let F be a fundamental domain of Σ = {(zn)n ∈ RN ; ∑n zn = 0} for the action of
the subgroup Uk = l(O×

k ) on Σ. If N = 1 (i.e., k = Q) we have Uk = {0}, and so
there is no choice except F = Σ = {0}. If N > 1 then Uk is a lattice in Σ and we
have many choices for F. It is convenient to have an F with “simple” geometry,
therefore we take

F = [0, 1)u1 + · · · + [0, 1)uN−1

where (u1, . . . , uN−1) is a reduced basis of the unit lattice Uk, in the sense that
|u1|≤ · · · ≤ |uN−1|≤ cN Rk for some constant cN > 0. The existence of such
a reduced basis follows from the general reduction theory and the additional
fact |u1|≫N 1 which is a consequence of Northcott’s Theorem. Let T ≥ 1. Let
([Kv : Qv])v|∞ = (2, . . . , 2), and consider the vector sum

F(T) = F + (2, . . . , 2)(−∞, log T].

Then F(∞) = F + (2, . . . , 2)(−∞, ∞) is a fundamental domain for the action of the
subgroup UK on RN .

Let J = J1 × · · · × JN where each Jj is an arbitrary subset of [0, 2π). We
define the set

SF(J ; T) = {x = (xn)n ∈ (C×)N ; (2 log|xn|)n ∈ F(T), and (arg(xn))n ∈ J }.
(5.13)

We note that SF(J ; T) is homogeneously expanding, i.e.,

SF(J ; T) = TSF(J ; 1).(5.14)
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Now let I = I1 × · · · × IN ⊆ [0, 2π)N be a product of intervals as in Theorem
1.1, and let

I∗ =
1
2
I1 ×

N

∏
n=2

(
1
2
In ∪

(
1
2
In + π

))
(5.15)

One step in the proof of Theorem 1.1 is to count lattice points inside the set
SF(I∗; T) for suitable T. To this end we will need the following two lemmas.
Recall from Section 4 that a set S ⊆ RD is in Lip(D, M, L) if if there are M maps

ϕ1, . . . , ϕM : [0, 1]D−1 −→ RD

satisfying a Lipschitz condition

|ϕi(x) − ϕi(y)|≤ L|x − y| for x, y ∈ [0, 1]D−1, i = 1, . . . , M

such that S is covered by the images of the maps ϕi.

Lemma 5.1. The set SF(I∗; 1) is contained in the closed euclidean ball about the origin
of radius L, and its boundary ∂(SF(I∗; 1)) is in Lip(2N, M, L) with M = M(N) and
L = L(K) depending only on K. Further, the origin is not contained in SF(I∗; 1).

Proof. The last assertion is clear from the definition (5.13). The first and the
second assertion are easy to see for N = 1, so we assume N ≥ 2. Thus F =
[0, 1)u1 + · · · + [0, 1)uN−1 and |ui|≤ cN Rk for 1 ≤ i ≤ N − 1.

For the first assertion we note that if x ∈ SF(I∗; 1) then |xn|2= exp(zn + 2t) for
some z ∈ F and t ∈ (−∞, 0]. Hence, |zn|≤ (N − 1)cN Rk ≤ NcN Rk, and so the
first claim holds for any L ≥ L0 := (N exp(NcN Rk))1/2.

Now let us prove the second claim. The boundary ∂(SF(I∗; 1)) comes in
two flavours. Firstly, those points x in the topological closure of SF(I∗; 1) with
(|xn|2)n ∈ exp(∂F(1)), where we used exp for the diagonal exponential map from
RN to (0, ∞)N . And secondly, those points x in the closure of SF(I∗; 1) with
x ∈ [0, 1] · L0 exp(i∂I∗), where exp denotes the complex diagonal exponential
map, and ∂I∗ denotes the boundary of the set I∗ ⊆ RN .

The latter are covered by 2N Lipschitz maps as follows. Choose 1 ≤ m ≤ N,
and let γ be one of the two endpoints of Im. Sending tm ∈ [0, 1] to tmL0 exp(iγ)
and, for n ̸= m, sending (tn, γn) ∈ [0, 1]2 to tnL0 exp(i2πγn) defines a map
from [0, 1]2N−1 to CN . In this way we get 2N maps whose images cover [0, 1] ·
L0 exp(i∂I∗), and each one satisfies Lipschitz condition with Lipschitz constant
L ≪K 1 (see [14, (1)-(3) Appendix A]).

Parametrising the points of the first kind is more involved but this has been
done (in a more general setting) in [8, Lemma 3] and, with explicit constants,
in [14, Lemma A.1] (with the irrelevant difference that the coordinates xn are in
some Cm instead of C). □

Lemma 5.2. The set SF(I∗; 1) is measurable and we have

Vol(SF(I∗; 1)) =
|I|Rk

2Nωk
.

Proof. We note that the (N − 1)-volume of F is
√

NRk. The proof is now nearly
identical to the proof of [8, Lemma 4] and left to the reader. □
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6. CONSTRUCTING A SUITABLE FUNDAMENTAL DOMAIN

We use the letters A, B, C to denote non-zero ideals in Ok, and P, Q to denote
non-zero prime ideals in Ok. And we use the letters A,B,C,D,P to denote non-
zero ideals in OK, and the letters p, q to denote non-zero prime ideals in OK. We
write AOK for the extension of the ideal A ⊆ Ok to an ideal of OK, and we note
that (AB)OK = (AOK)(BOK). Let

Rk = {C1, . . . , Ch}
be a complete system of integral inequivalent representatives of the class group
Clk of k. Let

P1, . . . , Ps

be the (possibly empty) list of prime ideals of Ok that ramify in K, so that

P1OK = p2
1, . . . , PsOK = p2

s

for certain distinct prime ideals p1, . . . , ps of OK. We note that P1, . . . , Ps are pre-
cisely the prime ideals that divide DK/k. We set

P = p1 · · · ps,

for the square-free part of DK/k, and the empty product (i.e., s = 0) is understood
as OK.

We let IP be the set of non-zero ideals of OK that have no ideal divisors A
defined over the subfield k and are coprime to P , i.e.,

IP = {B ⊆ OK;B ̸= {0}, (B,P) = 1, and AOK ∤ B for all A ⊊ Ok}.

Lemma 6.1. Let A, A′ be non-zero ideals of Ok, let D,D′ be ideals of OK both dividing
P , and let B and B′ both be in IP . If AOKDB = A′OKD

′B′ then A = A′, D = D′

and B = B′.

Proof. If p|P then ordp(AOKB) and ordp(A′OKB
′) are even. This implies that

D = D′, and thus AOKB = A′OKB
′. Let P ⊆ Ok, and suppose ordP(A) ≥

ordP(A′). Dividing both sides by PordP(A′)OK, and assuming ordP(A) > ordP(A′)
we conclude POK|B′ which is impossible as B′ ∈ IP . This proves that A = A′,
and hence B = B′. □

Recall that τ is the unique non-trivial automorphism of K fixing k, and

ψ : K× → K×(6.16)

denotes the group homomorphism defined by ψ(β) = β/τ(β). The kernel of ψ is
k× and τ2 = id.

Lemma 6.2. Let C ∈ Rk, D|P and B ∈ IP . Then τ(COKDB) = COKDτ(B), and
(B, τ(B)) = 1.

Proof. We have τ(COK) = τ(C)OK = COK. Further, τ(pj)2 = τ(p2
j ) = τ(PjOK) =

τ(Pj)OK = PjOK = p2
j , and thus τ(pj) = pj, and so τ(D) = D. Now suppose the

prime ideal q divides B and τ(B). Then τ(q) also divides τ2(B) = B. As B ∈ IP
it follows that q ∩ k must split in K, but then q and τ(q) are distinct prime ideals
and thus QOK = qτ(q) divides B, contradicting that B ∈ IP . Hence B and τ(B)
are coprime. □
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Lemma 6.3. If β ∈ K× and 1 ≤ n ≤ N, then

σn(ψ(β)) =
σn(β)

ρ(σn(β))
.

In particular, arg(σn(ψ(β))) and 2 arg(σn(β)) differ by an integer multiple of 2π.

Proof. Using (2.6) with σ = σn gives

σn(ψ(β)) =
σn(β)

σn(τ(β))
=

σn(β)
ρ(σn(β))

.

□

Next we define

Z∗(A) = {β ∈ A\{0}; βOK = AB for some B ∈ IP}.

Lemma 6.4. Let C ∈ Rk and D|P . Let β be in Z∗(COKD)). Then

H(ψ(β)) =

(
NK/Q(β)

NK/Q(COKD)

)1/(2N)

.

Proof. By Lemma 6.3 ψ(β) ∈ SK, and so there are no archimedean contributions
to the height of ψ(β). Writing v for the places of K and dv = [Kv : Qv], we have

H(ψ(β)) = ∏
v∤∞

max
{

1,
∣∣∣∣ β

τ(β)

∣∣∣∣
v

}dv/(2N)

.

By Lemma 6.2 we have
βOK

τ(βOK)
=

B

τ(B)
,

and B and τ(B) are coprime. It follows that

∏
v∤∞

max
{

1,
∣∣∣∣ β

τ(β)

∣∣∣∣
v

}dv/(2N)

=
(

NK/Q(τ(B))
)1/(2N)

.

Now NK/Q(τ(B) = NK/Q(B), and thus

H(ψ(β)) =
(

NK/Q(B)
)1/(2N)

=

(
NK/Q(β)

NK/Q(COKD)

)1/(2N)

.

□

As F, I and H are kept fixed we may simplify the notation and write

SC,D = {β ∈ COKD; σ(β) ∈ SF(I∗;HNK/Q(COKD))1/(2N)},(6.17)

where I∗ was defined in (5.15).

Lemma 6.5. The restriction of the map ψ defined in (6.16) to the subset⋃
C∈Rk

⋃
D|P

(Z∗(COKD)) ∩ SC,D

maps to the set SK(I ,H).
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Proof. Let C ∈ Rk and D|P , and let β be in Z∗(COKD)) ∩ SC,D. Recalling (6.17)
and (5.15) we see that for 1 ≤ n ≤ N

arg(σn(β)) ∈ I∗
n ⊆ 1

2
In ∪

(
1
2
In + π

)
,

so that 2 arg(σn(β)) ∈ In ∪ (In + 2π). It follows from Lemma 6.3 that arg(σn(ψ(β))) ∈
In for 1 ≤ n ≤ N. And it follows from Lemma 6.4 that

H(ψ(β)) =

(
NK/Q(β)

NK/Q(COKD)

)1/(2N)

≤ H.

This proves that ψ(β) ∈ SK(I ;H). □

Lemma 6.5 shows that we have the map

ψ :
⋃

C∈Rk

⋃
D|P

(Z∗(COKD)) ∩ SC,D → SK(I ,H)(6.18)

Lemma 6.6. The map ψ defined in (6.18) is surjective.

Proof. Let α be in SK(I ,H). Since SK is the kernel of the norm map NK/k it fol-
lows from the exact sequence (2.9) that ψ : K× → K× has image SK and kernel
k×. Hence there is β ∈ OK that maps to α. Now let A ⊆ Ok be of maximal norm
with AOK|βOK. Hence, p2 ∤ βOK(AOK)−1 whenever p|P . Therefore there exists
D|P and B ∈ IP such that

βOK = AOKDB.
There exists ξ ∈ k×, unique up to units of Ok, such that ξ A ∈ Rk, say ξ A = C.
Replacing β by ξβ we get

βOK = ξOK AOKDB = (ξ A)OKDB = COKDB,

and this shows that β ∈ Z∗(COKD). Multiplying β with a unit of Ok, unique
up to sign, we get (2 log|σn(β)|)n ∈ F(∞) and, of course, still β ∈ Z∗(COKD).
Replacing β by −β if needed we get σ(β) ∈ SF(I∗; ∞). Finally, by Lemma 6.4

H(ψ(β)) =

(
NK/Q(β)

NK/Q(COKD)

)1/(2N)

.

Since H(ψ(β)) = H(α) ≤ H, we conclude that β ∈ SC,D. This proves the surjec-
tivity of (6.18). □

Lemma 6.7. The map ψ defined in (6.18) is injective.

Proof. Suppose β, β′ are both in the domain and have the same image. Then
β′/β ∈ k× and so β′ = ξβ for some ξ ∈ k×. Further

βOK = COKDB, and β′OK = C′OKD
′B′

for certain C, C′ both in Rk, D,D′ both dividing P , and B,B′ both in IP . Hence,

ξCOKDB = C′OKD
′B′.

Writing ξ = ξ1/ξ0 with non-zero ξ0, ξ1 ∈ Ok, and A = ξ1C, A′ = ξ0C′ it follows
that

AOKDB = A′OKD
′B′.
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Now Lemma 6.1 tells us that that A = A′, D = D′ and B = B′. This implies that
C and C′ both lie in the same ideal class of k and so must be equal. Consequently
β′ = ηβ for a unit η in O×

K ∩ k = O×
k . As β and β′ are both in SC,D we conclude

that l(η) = 0 and thus η = ±1. Finally, since arg(σ1(β)) and arg(σ1(β′)) are both in
(1/2)I1 ⊆ [0, π) the case β′ = −β is ruled out. This proves the injectivity. □

Lemma 6.8. The union ⋃
C∈Rk

⋃
D|P

(Z∗(COKD))

is disjoint. In particular, ⋃
C∈Rk

⋃
D|P

(Z∗(COKD)) ∩ SC,D

is a disjoint union.

Proof. Let C1, C2 ∈ Rk, let D1,D2 both be divisors of P and suppose

β ∈ Z∗(C1OKD1) ∩ Z∗(C2OKD2).

Hence, there exist B1,B2 ∈ IP such that C1OKD1B1 = C2OKD2B2. Now
Lemma 6.1 implies that C1 = C2 and D1 = D2 and this proves the lemma. □

Lemma 6.9. We have

#SK(I ,H) = ∑
C∈Rk

∑
D|P

#Z∗(COKD) ∩ SC,D.

Proof. Follows immediately from Lemma 6.6, 6.7, and 6.8. □

7. SIEVING

Lemma 6.9 shows that we simply need to compute #Z∗(COKD) ∩ SC,D. In
this section we apply simple sieving arguments to reduce this task to an ordinary
lattice point counting problem.

For the entire section we fix a non-zero ideal A in OK (playing the role of
COKD), and an arbitrary finite subset S of OK (playing the role of SC,D). For a
non-zero ideal A ⊆ Ok we write

ZA =

AAOK\
⋃
p|P

ApAOK

 ∩S.

We note that

ZA =

{β ∈ AAOK\{0}; βOK = AAOKB for some B ⊆ OK with (P ,B) = 1} ∩S.

Lemma 7.1. We have

Z∗(A) ∩S = ZOk\
⋃

A⊊Ok

(ZOk ∩AAOK)

Proof. If β ∈ Z∗(A) then clearly β ∈ ZOk and β /∈ AAOK whenever A ⊊ Ok.
Hence, β ∈ ZOk\

⋃
A⊊Ok

(ZOk ∩AAOK).
Now suppose β ∈ ZOk\

⋃
A⊊Ok

(ZOk ∩ AAOK). As β ∈ ZOk we have βOK =
AOKB for some B ⊆ OK with (P ,B) = 1. And since β /∈ ⋃

A⊊Ok
AAOK we see

that AOK ∤ B for all A ⊊ Ok. Hence, B ∈ IP , and thus β ∈ Z∗(A). □
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Lemma 7.2. We have ⋃
A⊊Ok

(ZOk ∩AAOK) =
⋃

Q
(Q,P1 ···Ps)=1

ZQ,

where the union is taken over all prime ideals Q ⊆ Ok different from the prime ideals
P1, . . . , Ps.

Proof. We have ⋃
A⊊Ok

(ZOk ∩AAOK) =
⋃
Q

(ZOk ∩AQOK),

and if (Q, P1 · · · Ps) ̸= 1 then

ZOk ∩AQOK = ∅.

Therefore ⋃
A⊊Ok

(ZOk ∩AAOK) =
⋃

Q
(Q,P1 ···Ps)=1

(ZOk ∩AQOK),

and further,

ZOk ∩AQOK = S∩

A\
⋃
p|P

Ap

 ∩AQOK

= S∩AQOK\
⋃
p|P

(Ap∩AQOK).

Finally, for prime Q with (Q, P1 · · · Ps) = 1 we have (QOK ,P) = 1 and thus
ApOK ∩AQOK = ApQOK whenever p|P . Hence,

ZOk ∩AQOK = S∩AQOK\
⋃
p|P

(ApQOK) = ZQ,

and this completes the proof. □

Lemma 7.3. If Q1, . . . , Qm are distinct prime ideals of Ok all coprime to P1 · · · Ps then
m⋂

i=1

ZQi = ZQ1···Qm .

Proof. For arbitrary sets Ai and subsets Bij, and A = ∩i Ai one has

∩i(Ai\∪jBij) = A\(∪i,jBij ∩ A).

Applying this with Ai = AQiOK, and Bij = ApjQiOK, so that ZQi = S∩ Ai\∪jBij,
and noting that Bij ∩ A = ApjQ1 · · · Qm, as (pj, Q1 · · · QmOK) = 1, we get

m⋂
i=1

ZQi = S∩
m⋂

i=1

Ai\∪jBij = S∩AQ1 · · · Qm\(∪i,jApjQ1 · · · Qm).

Finally, we note that ∪i,jApjQ1 · · · Qm = ∪p|PApQ1 · · · Qm, and thus the claim
drops out. □

Let µk(·) and µK(·) be the Möbius functions on non-zero ideals of Ok and OK
respectively.
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Lemma 7.4. We have

#
⋃

Q
(Q,P1 ···Ps)=1

ZQ = ∑
A⊊Ok

(A,P1 ···Ps)=1

−µk(A)#ZA,

where the left union is taken over all prime ideals Q ⊆ Ok different from the prime ideals
P1, . . . , Ps.

Proof. As the set S is finite there are only finitely many non-zero ideals A ⊊ Ok
for which ZA ̸= ∅. Among those A only finitely many prime ideals divisors Q
occur. Let Q1, . . . , Qm be those that are coprime to P1 · · · Ps (if no such Q exists
then evidently both sides are 0). Applying the inclusion-exclusion principle, and
then using Lemma 7.3 we find

#
⋃

Q
(Q,P1 ···Ps)=1

ZQ = #
m⋃

i=1

ZQi = ∑
∅ ̸=I⊆{1,2,...,m}

(−1)#I−1#
⋂
i∈I

ZQi

= ∑
∅ ̸=I⊆{1,2,...,m}

(−1)#I−1#Z∏i∈I Qi

= ∑
A⊊Ok

(A,P1 ···Ps)=1

−µk(A)#ZA.

□

Lemma 7.5. Let A be a non-zero ideal in Ok. Then we have

#ZA = ∑
E|P

µK(E)#(AEAOK ∩S).

Proof. The inclusion-exclusion principle yields

#
⋃
p|P

ApAOK ∩S = ∑
E|P

E ̸=OK

−µK(E)#(AEAOK ∩S).

As #ZA = #(AAOK ∩S) − #
⋃

p|P ApAOK ∩S the result follows at once. □

Lemma 7.6. We have

Z∗(A) ∩S = ∑
E|P

µK(E)

#(AE∩S) + ∑
A⊊Ok

(A,P1 ···Ps)=1

µk(A)#(AEAOK ∩S)

 .

Proof. Combining Lemma 7.1, Lemma 7.2, Lemma 7.4, and Lemma 7.5 the result
drops out. □

Lemma 7.7. The following two identities hold

∑
E|P

µK(E)
NK/Q(E)

= ∏
P|DK/k

(
1 − 1

Nk/Q(P)

)
,

∑
A⊆Ok

(A,P1 ···Ps)=1

µk(A)
Nk/Q(A)2 =

1
ζk(2) ∏

P|DK/k

(
1 − 1

Nk/Q(P)2

)−1

.
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Proof. Recall that P = p1 · · · ps. If s = 0 (i.e., P = OK) then both statements are
obvious; the first sum is 1 and the second one is ζk(2)−1. Note that Nk/Q(Pi) =
NK/Q(pi). The first statement follows by induction from the following simple
identity

∑
E|p1···ps

µK(E)
NK/Q(E)

= ∑
E|p1···ps−1

µK(E)
NK/Q(E)

(
1 +

µK(ps)
NK/Q(ps)

)
.

Now let us prove the second identity. We have

∑
A⊆Ok

(A,P1 ···Ps)=1

µk(A)
Nk/Q(A)2 = ∏

P
P∤P1 ···Ps

(
µk(1) + µk(P)Nk/Q(P)−2 + µk(P2)Nk/Q(P)−4 + · · ·

)

= ∏
P

P∤P1 ···Ps

(
1 − 1

Nk/Q(P)2

)
=

1
ζk(2) ∏

P|DK/k

(
1 − 1

Nk/Q(P)2

)−1

.

In the last step we have used that a prime ideal P divides P1 · · · Ps if and only if
it divides DK/k. □

8. PROOF OF THEOREM 1.1

Here we finalise the proof of Theorem 1.1. Combining Lemma 6.9 and Lemma
7.6 we are led to the problem of counting elements of an ideal satisfying certain
archimedean conditions.

Let F ⊆ OK be a non-zero ideal; then σ(F) is a lattice in CN ∼= R2N of deter-
minant

det(σ(F)) = 2−N NK/Q(F)
√
|∆K|,(8.19)

and the shortest non-zero vector has euclidean length

λ1(σ(F)) ≥ NK/Q(F)1/(2N)(8.20)

(see [8, Lemma 5]). For brevity let us write

V = Vol(SF(I∗; 1)),

T = HNK/Q(COKD)1/(2N).

Now

σ(SC,D)) = σ(COKD) ∩ SF(I∗; T),(8.21)

and it follows from (5.14) that

Vol (SF(I∗; T)) = VT2N = VH2N NK/Q(COKD).

Lemma 8.1. Let C ∈ Rk, E|P , D|P , A ⊆ OK, and let H ≥ 2. Then there exists a
constant c1 = c1(K) such that∣∣∣∣∣#(COKDEAOK ∩ SC,D) − 2NVH2N√

|∆K|NK/Q(E)Nk/Q(A)2

∣∣∣∣∣ ≤ c1
H2N−1

Nk/Q(A)2−1/N
.
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Proof. Using the injectivity of the map σ(·) and (8.21) we get

#(COKDEAOK ∩ SC,D) = # (σ(COKDEAOK) ∩ σ(SC,D))

= # (σ(COKDEAOK) ∩ σ(COKD) ∩ SF(I∗; T))

= # (σ(COKDEAOK) ∩ SF(I∗; T)) .

Combining Lemma 5.1 and (5.14) we see that ∂(SF(I∗; T)) is in Lip(2N, M, LT),
and that SF(I∗; T) does not contain the origin but is contained in the zero cen-
tred ball of radius LT. We apply Lemma 4.2 with Λ = σ(COKDEAOK), and we
use (8.19) and (8.20). Since

NK/Q(EAOK) = NK/Q(E)Nk/Q(A)2 ≥ Nk/Q(A)2

the result drops out. □

Lemma 8.2. Let C ∈ Rk, D|P , E|P , and H ≥ 2. Then there exists a constant
c2 = c2(K) such that∣∣∣∣∣∣∣ ∑

A⊊Ok
(A,P1 ···Ps)=1

µk(A)#(COKDEAOK ∩ SC,D) − 2NVH2N√
|∆K|NK/Q(E)

∑
A⊊Ok

(A,P1 ···Ps)=1

µk(A)
Nk/Q(A)2

∣∣∣∣∣∣∣
≤ c2H2N−1L,

where L = logH if N = 1 and L = 1 if N ≥ 2.

Proof. For N ≥ 2 this follows immediately from Lemma 8.1. If N = 1 then we use
that COKDEAOK ∩ SC,D is empty whenever NK/Q(EAOK) > H. In particular,
we can restrict the sum to those A with Nk/Q(A) ≤ H. Applying Lemma 8.1
yields the error term

∑
A⊊Ok

(A,P1 ···Ps)=1
Nk/Q(A)≤H

c1
H

Nk/Q(A)
≪K H logH.

Restricting the sum also introduces the additional error term∣∣∣∣∣∣∣∣∣∣
∑

A⊊Ok
(A,P1 ···Ps)=1
Nk/Q(A)>H

2NVH2√
|∆K|NK/Q(E)

µk(A)
Nk/Q(A)2

∣∣∣∣∣∣∣∣∣∣
≪K H.

This completes the proof of Lemma 8.2. □

Using Lemma 7.6, and then plugging in the estimates from Lemma 8.1 and
Lemma 8.2 yields

#Z∗(COKD) ∩ SC,D = ∑
E|P

µK(E)2NVH2N√
|∆K|NK/Q(E)

1 + ∑
A⊊Ok

(A,P1 ···Ps)=1

µk(A)
Nk/Q(A)2


+ OK

(
H2N−1L

)
.
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For the main term we observe that

∑
E|P

µK(E)2NVH2N√
|∆K|NK/Q(E)

1 + ∑
A⊊Ok

(A,P1 ···Ps)=1

µk(A)
Nk/Q(A)2


=

2NVH2N√
|∆K|

(
∑
E|P

µK(E)
NK/Q(E)

) ∑
A⊆Ok

(A,P1 ···Ps)=1

µk(A)
Nk/Q(A)2

 .

Now using Lemma 6.9 and summing over the 2s divisors D|P , and then over
C ∈ Rk we get

SK(H; I) =
hk2s+NVH2N√

|∆K|

(
∑
E|P

µK(E)
NK/Q(E)

) ∑
A⊆Ok

(A,P1 ···Ps)=1

µk(A)
Nk/Q(A)2


+ OK

(
2shkH2N−1L

)
.

Using Lemma 7.7 and recalling that DK/k has exactly s prime ideal factors
gives

2s

(
∑
E|P

µK(E)
NK/Q(E)

) ∑
A⊆Ok

(A,P1 ···Ps)=1

µk(A)
Nk/Q(A)2

 =

 ∏
P|DK/k

2Nk/Q(P)
Nk/Q(P) + 1

 1
ζk(2)

.

Plugging in the value for V from Lemma 5.2, and using

|∆K|= |∆k|2Nk/Q(DK/k)

(see [6, p.24]) shows that the leading constant of the main term is given by AK|I|.
This completes the proof of Theorem 1.1.

9. MINIMAL HEIGHTS IN COSETS OF k×

In this section we generalise the previous CM-field setting. We assume through-
out that K/k is an arbitrary quadratic extension of number fields.

Let τ : K → K be the unique automorphism that fixes k, so that Gal(K/k) =
⟨τ⟩, and NK/k(α) = ατ(α). As in Section 2 we let ψ : K× → K× be the group
homomorphism defined by

ψ(β) =
β

τ(β)
,

so that ker ψ = k×. We write SK/k for the kernel of the norm map NK/k. Hence,
Hilbert’s Theorem 90 implies Im ψ = SK/k, and we get an induced isomorphism

ψ̂ : K×/k× → SK/k.(9.22)

We will determine elements of minimal height for those cosets of k× in K× that
intersect SK/k.
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Lemma 9.1. If α belongs to SK/k then the inequality

(9.23) H(α) ≤ H(αγ)

holds for each γ in k×. In particular, the minimum value of the Weil height on elements
of the multiplicative coset αk× is given by

min {H(αγ) : γ ∈ k×} = H(α).

Proof. Assume that α is in SK/k and γ is in k×. The automorphism τ preserves
the height of points in K×. Therefore αγ and

τ(αγ) = τ(α)τ(γ) = τ(α)γ = α−1γ

have the same height. Similarly, α−1γ and

(α−1γ)−1 = αγ−1

have the same height. That is, the three elements

αγ, α−1γ, and αγ−1,

satisfy the identity
H(αγ) = H(α−1γ) = H(αγ−1).

Now by well known properties of the height we get

H(α)2 = H(α2) = H((αγ)(αγ−1))

≤ H(αγ)H(αγ−1) = H(αγ)2.

This verifies the inequality (9.23). □

Consider the inverse of the isomorphism (9.22)

ψ̂−1 : SK/k → K×/k×.

Lemma 9.1 raises the following question. Which elements of SK/k are mapped
under ψ̂−1 to cosets that intersect SK/k? This question is answered by Lemma
9.3 which follows easily from the following simple observation.

Lemma 9.2. An element α ∈ K× lies in SK/k if and only if ψ(α) = α2.

Proof. Since ψ2(β) = ψ(β)2 for any β ∈ K× we get ψ(α) = α2 whenever α ∈ SK/k.
And if ψ(α) = α2 then ατ(α) = 1, and thus α ∈ SK/k. This proves the lemma. □

Lemma 9.3. A coset of k× in K× intersects SK/k if and only if it is the image of a square
in SK/k under the isomorphism ψ̂−1.

Proof. First suppose β ∈ SK/k. Then ψ(β) = β2 by Lemma 9.2, and we get

ψ̂−1(β2) = ψ̂−1(ψ(β)) = βk×,

proving that the image of a square is a coset that intersects SK/k.
Next suppose that the image βk× intersects SK/k. We can assume β ∈ SK/k,

and thus ψ(β) = β2 by Lemma 9.2. We conclude

βk× = ψ̂−1(ψ(β)) = ψ̂−1(β2),

which proves the other direction. □
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