RATIONAL INTEGERS AS SUMS OF UNITS - THE
QUADRATIC CASE
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ABSTRACT. How many natural numbers below X can be written as a sum of k
units of the ring of integers of a given number field? We give the asymptotics
as X gets large for quadratic number fields. This solves a problem of Jarden
and Narkiewicz from 2007 for quadratic number fields.

1. INTRODUCTION

Jarden and Narkiewicz proved that if L is a number field then there is no natural
number k such that every element of the ring of integers Of is a sum of at most k
units of Or,. More precisely they proved [5, Corollary 6] that the rational integers n
that are sums of at most k units have density zero. Their proof is short and elegant,
based on van der Warden’s theorem and a classcial finiteness result concerning unit
equations, but does not shed any light on the asymptotics of the counting function.
They proposed the following problem [5, Problem C].

Problem 1 (Jarden and Narkiewicz, 2007). Let L be a number field. Obtain an
asymptotical formula for the number of positive rational integers n < X which are
sums of at most k units of Op .

So far this problem has not been addressed in the literature. In this article we
solve Problem 1 for quadratic number fields.

For imaginary quadratic fields all units are roots of unity. Hence, no natural
number n > k is a sum of at most k units, whereas clearly all other n are. So let
us fix a real quadratic number field L = Q(v/d) with d > 2 and squarefree. For
w = (wy,...,w,) € L", we write

(1) Sw (= w1 + -+ w,.

Throughout this paper, we let X > 2 and k € N={1,2,3,...}. We are interested
in the set!

Npr:={n€Z : n=5, for some ue (Of)" with 0 <r <k}
and its counting function
(2) NL’k(X) = #{n S NL,k : \n| < X}

Non-zero integers n in Ny, j come in pairs n, —n. Hence, Nz x(X) — 1 is twice the
number of positive rational integers n < X which are sums of at most k£ units of
Or.

Our main result is the following.
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Theorem 1. Let n > 1 be the fundamental unit of the real quadratic field L, let
k € N and define p := |k/2|. Then, for X > 2,

2log X
logn

Nz k(X) = e ( )p + Or,((log X )71,

where
o 1/p! if k is even,
"7\ 3/00 ik is odd.

Although only very few rational integers n are sums of at most k units in a fixed

real quadratc field L, every rational integer n is the sum of two units in some real

quadratic field, e.g., for |n| > 2 we can take the sum of conjugate units 2EV"=4 V2"2_4.

Restricting to sums of exactly k units we define
Npxp:={ne€Z : n=2S5, for some u e (OF)*},
and its counting function
(3) Npx(X) = #{n € Ny : |n| < X},

That is, Nz, x(X) is the number of integers n with [n| < X that can be written
as the sum of exactly k£ units. The following result is an immediate consequence of
Theorem 1.

Corollary 1. Let n > 1 be the fundamental unit of the real quadratic field L, let
k € N and define p := |k/2]. Then, for X > 2,

2log X
logn

NL,k(X):Ek < )p+0k,L((10gX)p1),

where

5 1/p!  if k is even,
"TY2/p ifk ds odd.

Other aspects of the sets NLJC and Ny, , at least for k¥ = 2, have been studied
before. Nagell asked for which number fields L the number 1 is contained in N L2
He called such number fields L exceptional. Nagell’s considerations culminated
in [8], where he classified all exceptional number fields L of unit rank < 1. More
recently Freitas—Kraus—Siksek [3] have shown that, for any given prime p > 5, there
are only finitely many cyclic degree p fields L that are exceptional.

For cyclotomic fields L = Q(¢,), Newman [9, p. 89] observed that 1,2 and 3 are
all contained in NL’Q for all primes p > 3, and he posed the problem to explicitly
determine Nz, o for cyclotomic number fields L.

Recently, Tinkova et.al. [11] considered the problem to completely determine
the sets N[”Q for cubic fields L. They resolved the problem for all cubic fields L
which are either cyclic or imaginary. Moreover, they showed that for number fields
L that do not contain a real quadratic field the sets Ny, o are finite.

Moreover, quantities of similar spirit as Ny, ,(X) were studied in [4, 2].

There has been much activity recently and in the past regarding statistics for
the number of fibres admitting rational or integral solutions in certain families of
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Diophantine equations. For an overview and references, we refer to the introduction
of [7].

Corollary 1 can be interpreted in this vein, as counting asymptotically the num-
ber of fibres admitting integral points in a certain natural family of schemes pa-
rameterised by integers.

More precisely, let A := O[t,xo,...,2k-1]/(g), where

g=z0 Tp1(t =21 — =) — 1

and X’ := Spec(A). The inclusion of Op[t] in A induces a morphism X’ — A¢, = of
schemes. The Weil restriction (see [6])

X = RA%QL/A%(X/)

comes with a morphism X — A}. For every n € Z, we consider the pull-back
Xn =X X1 Spec(Z) along the integral point Spec(Z) — Al induced by Z[t] — Z,
t — n, which we call the fibre over n. Using standard properties of the Weil
restriction, we see that

Xn = Repec(01)/ specz) (X Xy, Spec(OL)) = Rspec(0y),/ spec(z) (SPec(4n)),
where A, = A®p, 1) Or = OL[zo, ..., Tx—1]/(gn) With
gn =20 - xp—1(n—mx1 — -+ —xp_1) — L.
Hence, for every ring B, the set of B-points of X,
Xn(B) = Spec(A,)(B ®z Op),
is in one-to-one correspondence with the set of solutions of the unit equation
(4) U+ F+up=n

with u; € (B ®z Op)*. Therefore, the function Ny 4 (X) studied in Corollary 1
counts the set of integers n € Z N [—X, X]| for which the fibre X, of X above n has
integral points, i.e. X, (Z) # 0.

Regarding local solubility, when k > 2 it is clear that X, (R) # (), and straight-
forward to see that X,,(Z,) # 0 whenever p # 2. Moreover, X,,(Z2) # 0 if and
only if n = k mod 2 or 2 is inert in L. Hence, in contrast to the global situation
described in Corollary 1, a positive proportion of the fibres X, have points over R
and all Z,. We give a detailed proof of the local solubility in Section 6.

We end this introduction with a brief overview over the remaining sections. In
Section 2 we show that if n is a sum of at most k units, then n is a sum of traces
of units and some summands from a finite set depending only on k£ and L. Hence,
we must count vectors u with ¢ < p components of units whose trace sums have no
vanishing subsums and are bounded in modulus by X. This is achieved in Section 3.
Different unit vectors can lead to the same integer n by permuting the coordinates
of the vector, but also in more subtle ways. Counting these clashes is the purpose
of Section 4. In Section 5 we are ready to prove Theorem 1. The final Section 6 is
devoted to the proof of the claims about local solubility of (4).
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2. REDUCTION TO UNIT TRACE SUMS

For u € L", we say that the sum Sy = u1 + - - - + u, has no vanishing subsum, if

> ui#0 forall B#TC{L,....r},
i€l
and no vanishing proper subsum, if

Zui #0 forall 0#IC{L,...,7}
iel
Moreover, we let u’ denote its conjugate. I.e., u’ := (u},...,u.), where u} =
o(u;), with o : L — L the non-trivial Q-automorphism.
At several places we will use the well-known fact that for any 7" € N the unit
equation

(5) vt op =1,

has only finitely many non-degenerate solutions v € (Of )’ i.e. solutions in which
no subsum of the left-hand side vanishes (e.g. [10, Theorem 2A in Chapter V]). We
denote the set of these solutions, depending only on L and T, by Sr.

While for general number fields this is a deep fact (based on the subspace the-
orem), proved by Evertse [1] as well as van der Poorten and Schlickewei [12], we
only need the case when L is real quadratic, where it is a consequence of the simple
Lemma 2.

T

Proposition 1. There is a chain of finite subsets Uy C Uy C --- of OF, such that
the following holds true.

Ifr € N, n € Z~A{0} and u € (Of)" such that n = Sy with no vanishing
subsum, then we also have n = S, v ¢), where

v E (Of)e and & €U, with {,s€ Ny satisfying 20+ s <r.

Remark 1.
(1) We interpret & € U as the empty tuple, so that (v,v’, &) = (v, v').
(2) If € € (OF)" and S(y v ¢) € Z, then € € {£1}.

Corollary 2. In the conclusion of Proposition 1, we may additionally require that
the sum S(y v ¢) has no vanishing subsum.

Proof. If n = S(y v’ ¢) has a vanishing subsum, then the remaining summands form
a tuple @ € (OF)" with # < r — 2 and n = Sz. We apply Proposition 1 to 7 and
u in place of  and u, which yields a representation n = S(y, v; ¢,)- If the latter
has no vanishing subsums, we are done. Otherwise, repeat the above, leading to
an even shorter representation of the form n = Sy, v; ¢,). This process has to stop
with a tuple (v, v, €,) with at most r coordinates, such that n = S(v.v..¢,) has

no vanishing subsums.
2.1. Proof of Proposition 1.

Lemma 1. Let uy,ug € Of with uy + ug € Z. Then one of the following three
situations holds:

(Z) Uz = u/17

(2) Uy = —uy,

(8) {u1,uz} € {{361'2“/5, 62_2\/5} , {361;/5, 6’“;\/5} D€1,€2 € {il}}.
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Proof. As uy,us € Op with u; + us € Z, we can write

ay +bVd as — bvd
2 ’ 2

Uy =

Ug =
with a1, a9,b € Z. As uy,us are units, we have ujuj = £1 and uguf = £1.

If uyu) = ugub, then a? — db? = a2 — db? and thus as = +ay, yielding situation
(1) or (2).

Now suppose that uju}] = —usul, and without loss of generality ujuj = 1.
Then a? — db? = 4 and a3 — db®> = —4, which implies that a? — a3 = 8, and thus
(al, ag) = (ig, il).

This gives 9 — db? = 4, and thus d = 5,b = £1. Hence, we are in situation
(3). O

We construct the sets Uy C U; C --- in Proposition 1 as follows. Take Uy =
Uy = {£1} and U> to consist of +1 and possibly the elements appearing in case
(3) of Lemma 1.

Now let t > 3 and assume that we have already constructed the sets Uy C --- C
U;—1. For every non-degenerate solution (v1, ..., v9:—1) € Spi—1 of the unit equation
(5) with T'= 2t — 1, write v := (v1,...,v:). For each of the at most #Sa;_1 choices
of v, there are at most two values of u € Of with uS, € Z \ {0}, and we take U,
to be the union of i;_; with all coordinates uwv; of all tuples u := uv as above.

Having described the sets U;, we now prove Proposition 1 by induction on r. For
r = 1, the conclusion holds trivially. For r = 2, it follows from Lemma 1.

Hence, let r > 3 and assume that the proposition’s conclusion holds for all sums
of less than r terms.

From n = Sy, we see that also n = Sy and thus

/!

/
O=n—n=u+ - +u —uy —---—u,.

Hence, there are subsets I, J C {1,...,r}, such that

©) =Y

i€l jeJ

is a minimal vanishing subsum, i.e. no proper subsum vanishes. As n = S, has no
vanishing subsums, we conclude that I,.J # (). Moreover, we may assume without
loss of generality that |I| > |J|, as conjugating and multiplying by —1 allow us to
exchange the roles of I and J. We observe that then

(7) n:Zuiz U — Zui—Zu; :ZUH'ZU;,
i=1

i=1 iel jeJ icle jeJ

where I¢ = {1,...,r} ~ I. We now distinguish between four different cases.

Case 1: |I| > |J|. As the sum on the right-hand side of (7) has |I¢| + |J| =
r— |I| +|J| < r terms, we find a minimal subsum with ¢ < r terms which equals
n. As the subsum is minimal, it has no vanishing subsums. Hence, the induction
hypothesis yields a representation n = S(y v/ ¢) with v € (Of )¢ and € € U, such
that 20 + s < g < r. This is enough for the proposition’s conclusion to hold.
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Case 2: I°NJ # (. Let jo € I°NJ and m := uj, +uj, € Z. Then by (7) we get

the representation
n—m= Z u; + Z .
i€(TU{jo})° I~{do}

There is a minimal subsum of the right-hand side that equals n — m, with ¢ <
r— (I +1)+]|J -1 < r—2 terms. Again, the induction hypothesis yields
a representation n —m = S, v ¢ with vi € (OF)" and &, € U2, such that
200 +s<qg<r-—2.

Then we may take £ := {1 + 1 and v := (vy,uj,) € (OF)¢, giving 2¢ + s < r and
n = S v ¢ as desired.

Case 3: I =J ={1,...,r}. In this case, the sum uy +---+u, —uf —---—u,. =0
has no vanishing proper subsums, and hence so does the sum
(8) v+ V21 = 1,
where
/
U —Uu,_
v; = IZ (1<i<r), v ::737” (r+1<i<2r—1).
U
T T

Hence, (v1,...,v2,—1) € Sor_1. Writing v := (v1,...,v,), then u = wu/.v, which

implies that u].Sy = Sy = n € Z ~ {0}. By construction of U, this implies that all
coordinates of u = u/.v are in U,. Hence, the proposition’s conclusion is satisfied
with/=0and { =uel].

Case 4: [ =J C {1,...,r}. In this case, we see from (6) that

el uel

and thus m := Ziel u; € QN Op = Z. As Sy has no vanishing subsums by
hypothesis, we see that m ¢ {0,n}, and also the above representation of m has
no vanishing subsums. As 1 < ¢ := |I| < r, the induction hypothesis yields a
representation m = Sy, v1 ¢,) with vi € (OF)% and &; € US], such that 261 +s; <
q.

Moreover, we may write

r
n—m= E ’U,i—g U; = E (7N
i=1

el iele

1

again a representation without vanishing subsums, as S, has no vanishing subsums.
As 1 <r—q=|I°| <r, the induction hypothesis yields a representation n — m =
S(va,vh,g,) With vo € (0;)52 and &, € U2, such that 205 +s2 <7 —q.

Then we may take ¢ = ¢y + lo, s := s1 + 82, v = (v1,Vy) € ((9;)Z and £ =
(&1,85) € U to obtain 2/ + s <7 and n = Sy v ¢)- O
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3. COUNTING UNIT TRACE SUMS

Throughout this section we fix £ € N. Let ¢ = (cy,...,¢¢) € (LX)%. This section
is devoted to study the following counting function

|TrL/Q(C1u1) + -+ TrL/@(ceuz)‘ < X;

cruy + -+ coup + cjul + -+ cpuy
Tf o(X) = #< (u1,...,u) € OF : L
’ has no vanishing subsum;

|u;| > 1 for 1 <i<U{.

If we drop the third condition |u;| > 1 then we can replace any of the coordinates
u; by their conjugates u; so that for each u counted in T} ,(X) we have at most 2f
vectors. Hence, dropping the condition |u;| > 1 gives a set of cardinality at most
ZZTEJ,(X ).

The main result of this section provides an asymptotic formula for 77 ,(X) as
X gets large.

Proposition 2. For X > 2 we have

2log X
15400 = (52

3.1. Proof of Proposition 2. We prove the upper and lower bound separately. To
prove the required upper bound we need the following lemma. A different version
was proved by the last author in [13, Proposition 3.2].

¢
> +O0r4c ((logX)g_l) .

Lemma 2. Let ¢ > 1 be an integer, a € C with |a| > 1, ¢ = (c1,...,¢4) € (C*)?
and ny > --- > ng integers. Then there exists C = C(a, c) > 0 depending only on
« and ¢, such that

lcra™ 4 -+ 4 cqa1| > Ca™,
provided that cia™ 4+ --- 4+ cqa™ has no vanishing subsum.
Proof. This is trivial for ¢ = 1. For ¢ > 2 we need to show that
(9) fea(m) = |01 + ™™ 4+ ckofm‘l| >C(a,c) >0

for every integer vector m = (mq,...,mgy) with 0 < mg < --- < my, provided
no subsum of ¢; 4+ cpa™™? + -+ + cqa”™< vanishes. First suppose ¢ = 2. Set
My = (log|2¢2/c1])/ log|al, so that

Cc
fewalm) = ler + 3077 2| %

whenever mg > M. On the other hand, by the non-vanishing subsum hypothesis,
we have

min m)=:Cy>0.
0<ma< Mo fe.o(m) 0

This proves the claim for ¢ = 2 with C(«, ¢) = min{|c1 /2], Co}.
Now let ¢ > 2 be given and suppose (9) holds, assuming the non-vanishing
hypothesis. Let c;11 € C*. Set
2¢q+1

log‘c =
M, = (a,c)

b

log [a]
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and consider the integer g-tuple (m, mgy1) with 0 <mg <--- <m, < mgyq. First
suppose that mg41 > M; then

fecaral(m,mgir)) = [er +ca™™2 4 - cqa™™ + cgpra” ™00
> fea(m) — ‘Cq+10‘7M1|
- C(a,c)
- 2
Next suppose that mgy41 < M;. Using the non-vanishing subsum hypothesis, we
note that

min ler + coa™™2 4 - 4 g M = O > 0.
0<mo<---<mg41 <M

Note that C; depends only on o, C(e, ¢) and cq41. Hence, we conclude

. [C(a,c
Frearsmyalmmg) = min { 490,

for all integer k-tuple (m,mg41) with 0 <mg < -+ < my < mgq1. This completes
the proof of the lemma. O

Before we apply Lemma 2 to derive the required upper bound for 17, +(X) let us
point out that Lemma 2 also implies the finiteness of the non-degenerate solutions
v € (OF)T to (5). For this it suffices to note that the conjugate v’ is also a solution
of (5), so that we can assume ny > |nr|.

Lemma 3. For X > 2 we have

. 2log X \*
17 (X) < ( ] )
g1

Proof. Let us consider an (-tuple (u1,...,ur) € TT ,(X) so that

+O0rc ((logX)e_l) )

|TrL/Q(clu1) + 4 TrL/Q(Cgug)’ <X,
and no subsum of
ciuy + -+ cpup + cjul + -+ cpuy
vanishes. Recall that |u;| > 1, so that each w; has the form u; = 0™ with n; € Ny.
Applying Lemma 2 with o = 7 and ¢ = 2¢ and taking logs gives

1n<1?2(£{|m|} logn < log |TrL/Q(clu1) 4+ F TrL/Q(ng)| + Oc.1(1)
<log X + O, (1).
This immediately yields the upper bound

2log X
© <
(10) 15400 < (52

¢
) +Oc,L ((logX)Z_l) )

Next we prove the required lower bound for 7% ,(X).
Lemma 4. For X > 2 we have

2log X
logn

17 o(X) >

4
> + Ong,c ((logX)eil) .
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Proof. Set

max; {1, |e;], |¢}|} ~ log(2¢Cy)

win {LJel. e} P T logy

It suffices to prove the bound for X > 2C¢. Next let us count the n € N’ satisfying
) LCi(nm+1) <X (1<i<¥)
2) niZCQ (1§’L§£)
3) Ini—nyl >Co (1<i<j<i)

The number of those n with 1) is

X L 4
rog(w 1)J _ <logX>/+OL7e,c (log X)*).

Cl = Cl(C) =

logn logn

And of those n only Oy, ¢ ¢ ((log X)e_l) fail 2) and only Or /¢ ((log X)e_l) fail 3).
Hence, we have

¢
log X -1
Orpysec((logX
(F22) +Onse (g )
n € N’ that satisfy 1), 2) and 3) simultaneously. Each of these n produces exactly
2% unit vectors u € (’)ZZ with modulus of the coordinates > 1 via u; = +n™
(1 <i<¥). Note that these
2log X ¢ -1
Oryc ((log X
( Tog 7 > +Or e ((log X))

unit vectors u are pairwise distinct. We claim that all these unit vectors u are
counted in TF ,(X). First note that |uj[ = 77" < 1, and thus it follows from 1)

that
¢

Z TrL/Q(ciuZ-)

i=1

< X.

Next suppose that
4
Z Trp g(ciui) = crur + ul 4 -+ coup + chul
i=1

has a vanishing subsum, say

(11) v+ F+vs=0
with 2 < s < 2¢. After permuting the coordinates of ¢ we can assume that v; =
d;n™ where d; € {£c¢;, xc}}, and m; < ma < -+ < mg are integers with m, —

ms_1 > Cy. The latter is a consequence of 2) and 3) for the positive integers n;.
Dividing the zero-sum (11) by dy yields
[(di/ds)n™ + -+ (ds—1/ds)n™ |
< (s=1)Cip™
< (20— 1)Oypm=—C2
- 20— 1)y m.
260
<nme.

U
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This contradiction shows that no subsum vanishes, and therefore completes the
proof of the lemma. ([

Combining Lemma 3 and Lemma 4 proves Proposition 2

4. UPPER BOUNDS FOR NON-UNIQUE TUPLES

Definition 1. We define an equivalence relation on Q :=J,, oy L™ as follows: for
uec L™ andw € L™, we have u ~ w if and only if n = m and w arises from u by
a permutation of the coordinates.

Let U; C Of be the finite subset from Proposition 1 and define
Fr=Uduul u---uu.
Recall that we defined p := |k/2]. For 0 < ¢ < p, we consider the sets
v e (0, €€ Fra;

(12) Tee:=<u=(v,v € : Sy € Z with no vanishing subsums;
lv;| > 1 for 1 <i<U{.

and Ti¢(X) :={u € Tpy : |Su| £ X}. Next, we define the subset of Ty, ,(X) of
tuples u that do not represent Sy, essentially uniquely,

E(X) ={ueTp,(X) : 3ue Ti,(X) such that u ¢ u and Sz = Syu}.
The main result of this section is an upper bound for the size of & (X).
Proposition 3. We have
#E,(X) <p, (log X)P~!

4.1. Proof of Proposition 3. Let u € (O7)", u € (0Of)* with 1 < r,s < k,
u 4 uand S, = Sz = n € Z, such that both representations of n have no vanishing
subsums and 1 < |n| < X.

Then there are I C {1,...,r} and J C {1,..., s}, such that

(13) 0="Sy—Sa=> ui—» i
i€l jeJ

is a minimal vanishing subsum, i.e. no subsum on the right-hand side vanishes. As
both S, and Sg have no vanishing subsums, it follows that I, .J # (0.
If |[I| = |J| = 1, then we consider the complements I° = {1,...,r} ~ I and

={1,...,s} ~ J, and take a minimal vanishing subsum of
=YY
ielc jeJe

Continuing this way, we either find a minimal vanishing subsum of the form (13)
with [I| +|J| > 3, or u ~ u. As the latter was excluded from the start, we may
thus assume by symmetry that our minimal vanishing subsum (13) satisfies |I| > 2
and |J]| > 1.
For any jo € J, we thus have
(173 ﬂj

i€l 0 Gjed~{jo} °
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with no vanishing subsums. Write u := u;, for simplicity, then

1 ~
wi= —((wiier, (=) jertjo)) € (O1)T, T =11+ || -1,

is a nondegenerate solution of the unit equation (5), whence w € Sr. Hence, for
one of at most #S7 values of ¢ = (¢;)ier, we have u; = ¢;u for all i € 1.
We conclude that

u~ ((ciu)ier, (Ui)ieqa,... my~1)-

As |I| > 2, we have decreased the number of free variables in Of by at least one,
at the cost of introducing the coefficients c.
For any u € &,(X), we moreover know that u € 7 ,(X), and thus

((ciu)ier, (Wi)ieqt,...ry~a) ~u = (v, v, £) with v € (O])” and & € Fi_,,.

Hence, if k is even, then r = k and £ is the empty tuple. If k is odd, then either
r =k —1 and £ is the empty tuple, or r = k and & € {£1}.

As [I| > 2, there are 1 < iy < ip <7 with {41,i2} C I, and thus u;; = c;;u for
j=1,2.

Fixing i1, i2 and the ¢;;, we now distinguish a few different cases, showing in each
case that the number of tuples u satisfying the above conditions is < 1, (log X)*~1.

Case 1: is = 2p + 1. In this case, k is odd and i = r = k. Therefore, u =
(v,v’,£1) and one coordinate of v (and v’) is also fixed, say with value +a, where
a depends only on ¢;, and c¢;,. Using Proposition 2, we get at most

< T (X + 1+ Ja+ d']) < (log X)P~!

possibilities for the value of v, and thus of u.

R is case. ¢ = . —u. = u .
Case 2: i3 = i1+ p < 2p. In this case, ¢;,u = u;, = uj, = c; v, and thus

/
C
=4 =40
u/ Ci,
This leaves only finitely many values of u, and thus of v;, = u;, = ¢;;u. Fixing v;,
and using again Proposition 2, we get <, 1, (log X)?~! choices for v, and thus for

u=(v,v,€).

Case 3: iy < 2p and is # i1 + p. We may assume that iy, < io < p, possibly re-
placing u;; by u;] In any case, the coordinates v;, and v;, of v are both determined
by u, and the sum of the traces of these coordinates, i.e. (v, + vj,) + (vi, +j,),
is the trace of (¢;; + ¢;,)u. Note that ¢;, + ¢;, # 0, as the ¢; are coordinates of
some w € St. Using Proposition 2, we get that the number of v (and thus also the
number of u) is bounded by

< TI(j;l:rlcig,l,‘..,l)(X + 1) <kl (logX)p_l.
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5. PROOF OF THEOREM 1

Recall Definition 1 of the equivalence relation ~ on = |J L™ If M C Q,

we write

meN

M/ ~:={[m] : me M}

for the set of equivalence classes that have a representative in M. As the set
(AN B)/ ~ clearly contains (4/ ~) ~\ (B/ ~), we see that

N e(X) = # (Th,p(X) N Er(X))/ ~) 2 # (Thp(X)/ ~) = # (E(X)/ ~).
On the other hand, Proposition 1 and Corollary 2 show that

NLw(X) <) #(Tre(X)/ ~).
=0

Proposition 2 implies that
Tro(X) <ppe (log X)E forall 0<0<p,

by fixing & € Fj_2¢ and counting all v with [S(y v/y| < X +[S¢| <k, X. Together
with Proposition 3, this shows that

Npw(X) = #(Tip(X)/ ~) + Or.r ((log X)*71) .

Hence, it remains to evaluate #(7y,,(X)/ ~) asymptotically. Elements u € T ,(X)
have one of the following shapes, all with v € (Of)? and |v;] > 1 for 1 <i < p:
(S1) u=(v,v),

(S2) u=(v,v', 1),

(SS) u= (V,V/, _1)

If k is even, then only shape (S7) is possible. If k is odd, then all three shapes can
appear. Using that

IStvvie)l = [Sel < [Svvnl < [Swvvr )| + [Sels

we see that in each of the three cases we have at least TL(lf’)""l) (X —1) and at most

fﬁlpl)(X +1) elements u € T ,(X). Hence, by Proposition 2, for i € {1,2,3} we
ave

2log X
logn

An easy application of Proposition 2 shows that the contribution to the above count
of those u with two or more identical coordinates is <y, (log X)?~!. Hence, we
can assume the coordinates of v are pairwise distinct and of modulus > 1. This
means that for each u in 7 ,(X) there are exactly p! many equivalent elements in
Tr,p(X) (arising from permuting the first p coordinates). We conclude that

2log X
€ X) f sh S,L ~) = —
# ([ € Tp(X) ¢ wotshape (8} ~) = - (2
This proves Theorem 1 for even k, as then only shape (S7) is possible.
If k is odd, it only remains to note that all elements u € 7Ty, that belong
to the same equivalence class must share the same shape. Indeed, the shape of
u is specified by the number of coordinates of u and the parity of the number

#{u € T ,(X) : uof shape (5;)} = ( > + Ok,L((logX)pfl),

1

)p + Ok,L((logX)”_l).
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of coordinates of u equal to 1, which are clearly constant in equivalence classes.
Hence,

3
# (Tep(X)/ ~) = Z# ({u € Tp(X) : wof shape (Si)}/ ~)

_3(210gX

P
log X)*~h). O
5 (=) 4 oualos X7

6. LOCAL SOLUBILITY

Let p be a prime. We need to study the solubility of (4) with u; € (Z, ®z Opr)*.
We start by investigating solutions with u; € Z,.
If either k,n € Z; or k,n ¢ Z,;, then at least one of n/k and (n —1)/(k —1) is
in Z;, and thus
n n n—1 n—1
I e St
is a solution in units of Z,,.
If p is odd and p | k, then p{n — e for some e € {1,2} and we get the solution

n76+ +77,76
E—1 k-1 7

e+

in units of Z,,.

If pis odd and p 1k, p | n, then also p{ k — e for some e € {1,2} and we get the

solution

n—1 n—1 n—2 n—2
ot o= o Ll
in units of Z,,.

In conclusion, there are solutions in units of Z;, whenever p is odd or p = 2 and
n =k mod 2. Via u+— u ® 1, these also give solutions in units of Z, ®z Of.

If p = 2 is inert in Op, then Zy ®z O = Og, the localisation of Of, at the
unique prime ideal 3 over 2. One easily sees that every element of Fy = O /9B
can be written as a sum of two units, and hence (4) has solutions over Fy, in units
u; € Fy. By Hensel’s lemma, these solutions lift to solutions over Ogy, still in units
u; € Ogy. Hence, we have shown that X;,(Z,) # 0 whenever p # 2, when p = 2 is
inert in L, or when p = 2 and k£ = n mod 2.

When k #Z n mod 2 and 2 is split or ramified in L, let 8 be a prime ideal of Of,
lying above 2. From the reductions Zo — Fy and O, — O /P = Fy we get a ring
homomorphism

1+

=n

Zo @7 Op — Fa.
As under our hypothesis on k and n there are clearly no solutions of (4) in units of

F5, this shows that there can be no such solutions in units of Zs ®z O, and hence
Xn(Zs2) = 0.
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