SCHANUEL’S THEOREM FOR HEIGHTS DEFINED VIA
EXTENSION FIELDS

CHRISTOPHER FREI AND MARTIN WIDMER

ABSTRACT. Let k be a number field, let 6 be a nonzero algebraic number,
and let H(-) be the Weil height on the algebraic numbers. In response to a
question by T. Loher and D. W. Masser, we prove an asymptotic formula for
the number of o € k with H(af) < X, and we analyze the leading constant in
our asymptotic formula. In particular, we prove a sharp upper bound in terms
of the classical Schanuel constant.

We also prove an asymptotic counting result for a new class of height func-
tions defined via extension fields of k& with a fairly explicit error term. This
provides a conceptual framework for Loher and Masser’s problem and gener-
alizations thereof.

Finally, we establish asymptotic counting results for varying 6, namely, for
the number of /pa of bounded height, where o € k and p is any rational prime

inert in k.
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1. INTRODUCTION

Let k be a number field. A well-known result due to Schanuel [Sch79] shows that
the subset of k™ of points with absolute multiplicative Weil height no larger than
X has cardinality

Si(n) X4+ L O(x U+ =16g X),
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as X tends to infinity. Here d is the degree of k and the positive constant S (n)
involves all the classical number field invariants; for the definition see (|1.2)).

In the present article we generalize this result in various respects motivated by
a question of Loher and Masser. Let 6 be a nonzero algebraic number, let H(:)
denote the absolute multiplicative Weil height on the algebraic numbers Q, and
write N (0k, X) for the number of « € k with H(0a) < X.

Evertse was the first one to consider the quantity N(6k, X). The proof of his
celebrated uniform upper bounds [Eve84] for the number of solutions of S-unit
equations over k involves the following uniform upper bound

N(Ok,X) <5-27x3 11,

Later Schmidt [Sch91, Lemma 8B, p. 29] refined Evertse’s argument to get the
correct exponent on X. Schmidt used a different height but elementary inequalities
between them imply

N(0k, X) < 36 - 234 X2,

But the constant is fairly large. Indeed, the constant’s exponential dependence on
d can be removed, as shown by Loher and Masser. More precisely, they proved

(1.1) N(0k, X) < 68(dlogd) X,

provided d > 1, and N(6Q,X) < 17X2. (In the special case § € k a similar
result was obtained earlier by Loher in his Ph.D. thesis [LohOI].) By counting
roots of unity they also showed that an upper bound with a constant of the form
o(dloglogd) cannot hold, and hence regarding the degree their result is nearly
optimal. Loher and Masser’s result played also an important role in the
recent proof of a longstanding conjecture of Erdés on the largest prime divisor of
2" —1 by Stewart [Stel3]. Stewart’s strategy builds up on work of Yu [Yu07], [Yul3]
on p-adic logarithm forms in which Yu applies a consequence of to obtain a
significant improvement. It is this improvement that makes Stewart’s approach
work (c.f. [Yul3l p. 378]).

All the proofs of these upper bounds for N(6k, X) rely in an essential way on
the box-principle, which works well for upper bounds but seems inappropriate to
produce asymptotic results. This may have motivated Loher and Masser’s following
statement [LM04, p. 279] regarding their bound on N (6k, X):“It would be inter-
esting to know if there are asymptotic formulae like Schanuel’s for the cardinalities
here, at least for fized 6 not in k.”

Our Theorem [l responds to this problem for fixed 6 not in k, and our Theorem
[4] generalizes Theorem [I] to arbitrary dimensions. Theorem [2] gives a sharp upper
bound for the leading constant in these asymptotics in terms of Schanuel’s constant
Sk(n). In Theorem [3} we shall see asymptotic results for varying 6 not in k.

To provide a more general framework for Loher and Masser’s, and similar ques-
tions, we introduce a new class of heights on P™(k), using finite extensions of the
base field k. As usual, these heights decompose into local factors, one for each place
v of k. However, at a finite number of non-Archimedean places, the local factors
of these heights do not necessarily arise from norms, and moreover, their values do
not necessarily lie in the value groups of the corresponding places v. Theorem (in
Section @, from which we will deduce Theorem [4| (and thus also Theorem , is a
counting result, in the style of Schanuel’s, for these heights.

Our heights are special cases of the heights used by Peyre [Pey95, Définition
1.2]. Peyre gives asymptotic counting results [Pey95, Corollaire 6.2.18] but no
error estimates for his general heights. Therefore the main terms in our Theorem
and Theorem [5] could likely be derived from Peyre’s result, although with a different
representation of the constant. Indeed, a significant part of this work consists of
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finding the right representation which enables us to prove the sharp upper bound in
Theorem [2] as well as some invariance properties. Furthermore, Peyre’s approach
does not seem to provide comparable error terms, and the latter are essential for
the proof of our Theorem [3| A very recent result due to Ange [Ang, Théoréme 1.1]
provides a Schanuel type counting result for another special case of Peyre’s heights.
Ange also gives a completely explicit and fairly sharp error term. However, his
heights require Euclidean/Hermitian norms at the Archimedean places and thus do
not include the usual Weil height.

Next we introduce some notation. We start with Schanuel’s constant Si(n),
which is defined as follows

n+1
B (e
(1.2) Sk(n)wk<k<n+1)<\/m> (n+ 1)1,

Here hy is the class number, Ry the regulator, wy the number of roots of unity in
k, (i the Dedekind zeta-function of k, A the discriminant, » = rj is the number
of real embeddings of k and s = s; is the number of pairs of complex conjugate
embeddings of k.

For each place v of k (or w of K := k(6)) we choose the unique absolute value
|- ]y, on k (or | -], on K) that extends either the usual Euclidean absolute value on
Q or a usual p-adic absolute value. We also fix a completion k, of k at v and for

each Archimedean place v of k we define a set of points (zo,...,2,) € k"1 by
[y ko]
Hmax{|zo|v, 10]w]#1 ], - - s [Olwl|znlo} TR <1,
wlv

where the product runs over all places w of K = k() extending v. As these sets
are open, bounded, and not empty, they are measurable and have a finite, positive
volume, which we denote by V,,. Here we identify k, with R or with C, and we
identify the latter with R?. We define

(1.3) V=V(0,kn):=27)" "] V.

v|oo

Write Oy for the ring of integers of k& and let u; be the Mobius function for
nonzero ideals of Oy. For ideals A, B of Oy, we write (A, B) := A+ B. Moreover,
i A denotes the absolute norm of the fractional ideal A of k. For a € k, we also
write M (a) := N (aOy). Analogous notation is used for K instead of k.

For an ideal B of Oy, we write "B := BOg for the extension of B to Ok (“up”).
Similarly, for an ideal ® of O, we write °D := D N O, for the contraction of D to
Oy (“down”).

The dependence on 0 comes in two flavors; while V amounts only to the Archimedean
part the following constant captures both parts.

Let a be nonzero and in Oy such that af € O, let ® := afOf, and D :=*D.
We define

(1.4)

n41
\%4 Nk (D, B) K+ (A M PP — N P
gr(0,n) = Z xel ) HJIJEA) H : :

n n+1 _
M () BID N B A|B-1D P|AB Ml 1
In the product, P runs over all prime ideals of Oy dividing AB. It will follow
from Lemma that this definition does not depend on the choice of o, and from
Proposition [2.2] that gx(6,n) > 0.
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Theorem 1. Let 6 be a nonzero algebraic number, let k be a number field and
denote its degree by d. Then, as X > 1 tends to infinity, we have

N0k, X) = gi(0,1)Sk(1) X + O(X 7 1g),

where £ :=1log(X 4+ 1) ifd =1 and £ := 1 otherwise. The implicit constant in the
O-term depends on 6 and on k.

Let us briefly discuss some properties of the constant g (6, 1) and then illustrate
the theorem by some examples.

For any nonzero « in k we have 0k = afk. Also, the height is invariant under
multiplication by a root of unity. Therefore N(0k, X) = N(Cabk, X) for any a € k*
and any root of unity ¢, in particular we have

(1'5) gk(97 1) = gk(COélg, 1)'
This can also be proved directly from the definition as we shall see in Section [2]
By Schanuel’s Theorem we conclude that gi(Ca, 1) = 1. But, as is straightforward
to check, the theorem implies even gi(Ca, 1) = 1 for ¢ a root of any unit in Oy and
a € k*.

The fact that H(af) = H(a"1671) implies

gk(G, 1) = gk(9_17 1)

Next we consider the problem of uniformly bounding ¢x (6, 1). From Schanuel’s the-
orem and the standard inequalities H(a)/H(0) < H(fa) < H(0)H («) we conclude

H(0)™> < gu(6,1) < H(0)*".

This raises the question of the existence of bounds that are uniform in 6 or in d,
or even uniform in both quantities § and d. From (|1.1)) we obtain an upper bound
that is uniform in 0, i.e., for d > 1

68d log d
gk(ov 1) < Sk(l) .
Now if we fix d > 1 and vary the fields k then by the Siegel-Brauer Theorem the
right hand-side tends to infinity, so this bound really depends on A and not only on
d. However, intuitively one might guess that for most a € k one has H(fa) > H(«),
so one might even expect that gi(6,1) < 1 holds true, which, of course, would be
best-possible. We shall answer here all of these questions. We start with the upper
bound and confirm the intuitive guess.

Theorem 2. Let 0 be a nonzero algebraic number. Then gi(6,n) < 1. Moreover,
equality holds if and only if for every place v of k there is an o, € k, such that
10| = |aw |y holds for all places w of K above v.

Let us now illustrate Theorem [I] with an example, and thereby explain also the
situation regarding lower bounds for g (6, 1). Let us first take k¥ = Q, and 6 = /p
for a prime number p. Then we get the asymptotics

2P (1)X? = 2Py

p+17¢ w2 (p+1)
More generally, if p is inert in £ and 6 = \/p then we get the asymptotics
de/2
1.6 S S (1) X2
(1.6) s
Letting p tend to infinity shows that there is no lower bound for g;(6,1) that is
uniform in #. Likewise, fixing a p and taking a sequence Q, k1, ko, ... of number

fields with p inert in k; and [k; : Q] — oo shows that there is no lower bound for
gx(0,1) that is uniform in d.
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The fast decay of gi(,/p, 1) as p runs over the set P}, (which we define as the set
of positive rational primes inert in k) suggests another problem. Let

VPik:={/pa:pePrackl= ] \pk

pePy
The above set has uniformly bounded degree, and thus, by Northcott’s Theorem,
we may consider its counting function N(vPrk, X) := |{8 € VPrk : H(3) < X}|.
Now if d > 2 then the sum over the terms in converges, so it is natural to
ask whether the asymptotics of N(v/Pxk,X) are given simply by summing the
asymptotics of N(,/pk,X) over Py. The following result positively answers this
question.

Theorem 3. Let k be a number field of degree d. Then, as X > 3 tends to infinity,
we have

NPk X) Sk(1)X*loglog X + O(X*) ifd=2,
kv, - (Zpk %) Sk(l)X2d 4 O(X2d71£) Zfd > 2,

where L = loglog X if d = 3 and L =1 if d > 3. The implicit constant in the
O-term depends on k.

The case d = 2 is just slightly more difficult than d > 2 and requires additionally
Chebotarev’s density theorem and partial summation. However, it is not clear to
us how to handle the case d = 1.

Finally, let us mention that Theorem [I| can also be used to count the elements
in the nonzero, e.g., square classes k*/(k*)2. Each class has the form v - (k*)?
with some v € k*. To count the number N (v - (k*)2, X) of elements in this square
class with height no larger than X we note that H(ya?) = H(,/7a)?, and thus
N(v- (k%)% X) = (1/2)(N(y/7k, VX) —1). E.g., the square class (Q*)? has asymp-
totically (6/7%)X elements whereas the square class 11 - (Q*)? has asymptotically
only (v/11/7%)X elements of height bounded by X.

Next we generalize Theorem [1| to higher dimensions. Let N(6k™, X) be the
number of points & = (a1, ...,q,) € k™ with H((fay,...,0a,)) < X. Of course,
here H : Q" — [1,00) is the (affine) absolute multiplicative Weil height, defined by

H(wi,. .. w,)EU .= H max{1, w1 |w; - -5 |Wnlw}®™,
weEMgk

where K is any number field containing ws,...,w,, the index w runs over the set
My of all places of K, and d,, := [K,, : Q4] denotes the local degree, where Q,, is
the completion of Q with respect to the place below w.

Theorem 4. Let 0 be a nonzero algebraic number, let k be a number field, denote
its degree by d, and let n be a positive rational integer. Then, as X > 1 tends to
infinity, we have

N(Ok™, X) = gk(g’n)sk(n)Xd(nJrl) + O(Xd(n+1)71£)7

where £ :=log(X+1) if (n,d) = (1,1), and £ := 1 otherwise. The implicit constant
in the O-term depends on 0, on k, and on n.

Of course the invariance property remains valid for arbitrary n instead of 1.
Ange [Ang], Corollaire 1.6] has shown a related result (although with different choice
of the height); instead of fixing one 6 he allows a different 6 for each coordinate
and his error term is completely explicit and quite sharp. On the other hand he
requires that a (positive) power of each 6 lies in the ground field k.
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So far we have counted elements fa in 0k™ of bounded height. What if we
replace the set 0k by 0 + k? Or 0k% by 01k x 0,k? More generally, we suppose

Ly,..., Ly are linearly independent linear forms in n variables with coefficients in
Q and 64,...,0, are in Q. Suppose we want to count elements of bounded height
in the set

{(L1(a) +0y1,...,Ly(a) +6,) : ¢ € K™}

Now let o := (w1 /wo, . ..,wn/wo) € k™ and define w := (wy,...,wy). Then

[Kw:Qu]
[K:Q]

H(Li(a)+61,...,Ly(a) +6,)) = Hmax{|£0(w)|w, cos [ Ln(@)]w}

where Lo(w) = wy and L;(w) = Lij(wy,...,wn) + Oiwe (for 1 < i < n), which
give us n + 1 linearly independent linear forms. Here the right hand-side defines a
special case of a so-called adelic Lipschitz height Hy (introduced in [WidI0b]) on
P*(K), where K is any number field containing k, and the coefficients of Lo, ..., L,
and the product runs over all places w of K. Thus, we need to count the points
P=(wp: - :wy) € P?(k) with wy # 0 and Hy(P) < X.

These generalizations of Loher and Masser’s problem naturally motivate our
general theorem (Theorem , which is as follows. Given two number fields k¥ C K
and an adelic Lipschitz height Hys on K, we give an asymptotic formula for the
number of points P € P (k) with Hy/(P) < X, as the parameter X tends to infinity.
To be more accurate, we also impose a minor additional assumption on the adelic
Lipschitz height H s, which seems fulfilled in all natural applications, in particular,
it holds in the aforementioned examples.

The special case K = k of our general theorem follows from a result in [WidI0b].
There, a complementary result was proved, in the sense that points of P*(K) defined
over a proper subextension of K/k were excluded from the counting (which is
insignificant for the main term but was needed to obtain good error terms).

Now already with general linear forms as above it seems unlikely that the main
term can be brought into an as civilized form as for Theorem || (see also the remark
in [Wid10a, p. 1766 third paragraph]). Indeed, a considerable part of our work
consists of finding the simple representation of the constant in the special case of
Theorem [l However, it turns out that the given representation is not so convenient
for theoretical considerations. Indeed, even the most obvious properties, such as
the invariance property , are not immediately clear from the present definition.
In Section [2| we establish a representation of gi(6,n) as a product of local factors
(Proposition , which is a first step in the proof of Theorem [2| and also reveals
the invariance property .

At any rate, a situation involving linear forms similar to the above turns up if
we want to count solutions of a system of linear equations with certain restrictions
to the coordinates of the solutions. Here is an example. Consider the equation

(1.7) V2z +V3y + V52 =0,

defined over K = (@(\/5, V3,v/5). Using arguments from [Wid10a] one can easily
compute that the number of solutions (z,y,2) € K? with H((z,y,2)) < X is
asymptotically given by

(J%(ﬁ+¢§¢5)2

V480

But what about the number of such solutions whose first two coordinates are ra-
tional? This question reduces to counting the elements (wp : wy : wo) € P?(Q) with

8
) Sr(2)X* +0(X?).
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bounded adelic Lipschitz height

\/iw +\/§w [Kw:Quw]
Hy ((wo : w1 w2)) = [ [ max{lwolu, [w1]uw, w2l |$|w} e

w

Applying our general theorem gives the following asymptotic formula

1
1.8 NL(X)=Vir e - (14251 445712 X3 4 O (X2
(18)  Nu(X) = Vi g (L4254 440573 x0 4 O(X?)
for the number N (X) of solutions (z,y,z) of (L.7) of height bounded by X and
with o,y € Q. Here V denotes the volume of the set of points (29, 21, z2) in R?
that satisfy the inequality

max{|zol, |21], |2, [V221 + V322|/ VB max{|zo, |21, |22], V221 — V32| /V5} < 1.

For the computations we refer the reader to the appendix.

Finally, by Northcott’s theorem there is no need to restrict to a fixed number
field, and one could also consider all number fields of a given fixed degree simulta-
neously. Let us define the set

Ok(nse) = {(0a,...,00,) : [k(a1,...,an) 1 k] = e}.

So Theorem [4] gives the asymptotics for the counting function N(6k(n;1),X) =
N(0k™, X), and more generally, one could ask for the asymptotics of N (0k(n;e), X).
The special case 6 € k was considered in [Sch93], [Sch95], [Gao95], [MV0g], [MV07
and [Wid09]. Indeed, it is likely that the methods from [Wid10b] and [Wid09
combined with those of the present article, are sufficient to solve this problem,
provided n is large enough. On the other hand, it would be interesting to know
whether Masser and Vaaler’s approach from [MV07] can be combined with ours to
handle the case n = 1.

],
I,

The plan of the paper is as follows. In Section [2| we establish a product represen-
tation of gx(0,n), and we use this to deduce some of its properties. This product
form is also the starting point in the proof of Theorem [2| which we give in Section
Then in Section [ we state and prove some basic facts about lattice points, which
are required for the proofs of Theorem [f] and Theorem [3] Section [5] provides the
necessary notions such as adelic Lipschitz systems to state our general theorem.
Then in Section |§| we state the general theorem (Theorem , and in Section [7] we
give its proof. From Theorem [5| we deduce Theorem [ which is done in Section
The proof of Theorem [3] is carried out in Section [0} Finally, in the appendix we
calculate formula using Theorem

By a prime ideal we always mean a nonzero prime ideal. By F < O, we mean
that E is a nonzero ideal of Ok. An empty product is always interpreted as 1, and
an empty sum is interpreted as 0.

2. PRODUCT REPRESENTATION AND INVARIANCE PROPERTIES OF THE CONSTANT

In this section, we use a product representation for the constant g (6, n) to derive
some of its properties. Let ©, B be nonzero ideals of Ok or Oy, respectively. For
convenience, we define

mK(;D’uB)(n—&-l)/[K:k]

N B '
Clearly, ¢(®, B) is multiplicative in B, by which we mean that ¢(D,B1Bs) =
q(?D, B1)q(®, By) whenever (B, B2) = 1. Moreover, ¢(9, B) = ¢((9,"B), B), and
if By | By, then q(*ByD, By) = M, BY and q(*B1D, Bs) = My Biq(D, By Bs).

q(D,B) :=q(D,B,n) =
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We now define local factors at prime ideals P of O, by

NP — 1

9p(Don) = G o

+ (M P — iq D, P7)
7=0

Let vp denote the P-adic valuation on k, normalized by vp(k*) = Z. The infinite
sum converges, since

(2.1) 4D, PPy = 0, PreC®)-ig(m, pre°o)

holds for all j > vp(°D). Clearly, gp(D,n) = gp(Dp,n), where Dp := qulp‘ﬁ”‘ﬁ(@)
is the part of ® lying over P.

Lemma 2.1. Let © be a nonzero ideal of O and D :=°D. Then

N P+ — N, P
ZQ(©7B) Z uglftkA H ;tkPnJrl,]lc :ng(g’n)'
P|AB J2

B|D A|B-1D

Proof. We start by investigating the expression

Z Mk H ‘ﬁkP"'H — mkP
k N, Prtl —1
A|B—1D P\A

for a given ideal B of O, dividing D. Clearly,

N, P — 0N, P
:HW > S

P|B A|B-1D
where
L /J,]c(A) ‘ﬁkP"*l - ‘)TkP
J(4):= N, A H N Pl — 1
PlA
P{B

The function f is multiplicative and f(Oy) = 1. For any prime ideal P dividing
B~'D, we have

) - pt if P| B,
()= {—(mkpn —1)/(M P —1) if PtB.
Moreover, f(P¢) =0if e > 1. We use
S orw= I a+ ey
A|B-1D P|B-1D

to obtain
B H N PP — N P H mprtt — o, P H NP —1

n+1 __ n+1 __
P|B M 1 PIB™'D M P 1 P|(B~'D,B) NP
P{B
_ H M PP — 9, P H N PP — NP H NP —1
- N, Prtl — 1 N, Prtl — 9, Pr N, P '
P|D P|B P|(B—'D,B)

Let (D, B) := S(D,B)/I1pp %. Then the expression on the left-

hand side of the Lemma is given by

N Pl — N, P
Il 55— | 2o 9@ BT B).
PID k BID
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Since both T'(D, B) and ¢(®, B) are multiplicative in B, this is equal to

(2.2)

vp(D)

M P — 9N, P , ,

[[ | s Y a@.PHT(D,P)
PD k =0

Elementary manipulations show that

mkPnJrl _ mkpn

o
P - p—1 11=0

N (P -1 P—1) )y if1< g D
T(D, P} = . if 1 <j <wp(D),
( ’ ) mkpn-l-l _mkpn

> wprrt if j =vp(D).
j=vp(D)
Using ([2.1)), this shows that each of the factors in (2.2) has the form

MNP —1)(N . P" —1 N, PP — N, PP
O A +Z®PJ

MNP+l — 1 (P" — DP —1) =gp(D,n).

Lemma with © := afOk yields the following formula for g (6, n).

Proposition 2.2. If a is nonzero and in Oy with ad € Ok then

/ng(QHOK,n).
P

(2.3) gr(0,n) = %

The next lemma shows that g (6,7n) does not depend on the choice of a.

Lemma 2.3. Let A be a nonzero ideal of O and ® a nonzero ideal of Ok . Then
gp("AD,n) = N PP Wgp(D,n).
Proof. We have
: pni if0<j A
q*A9, Py = { DT iy, o= ue(d)
Ny, P, pr—vr(A)) if § > yp(A).

The lemma follows by inserting these expressions for ¢(*AD, P7) in the definition
of gp(*AD,n). O

Given nonzero «, 8 € Oy, such that af, 50 € Ok, then we have
a)" [[9p(B00k,n) = [ 9p(aBOK, ) = Mi(B)" [ | 9 (abOK, 1),
P P P

which shows the independence of g (8, n) from the choice of a.
To see invariance property (|1.5)) directly from ([2.3]), we need the following lemma.

Lemma 2.4. Let o € k*. Then

V(0,k,n)

Ny ()™

Proof. For any Archimedean place v of k, the map ¢, : k"T1 — k"1 defined by
bo(20,21 -+, 2n) = (20, |a|v21, .., |a|vzn) is a linear automorphism of k7*! (con-
sidered as RI¥»®I(+1) of determinant |a/s o B Pherefore, |a ko Ry, Vo(ab, k,n) =
Vu(0,k,n). O

V(ab,k,n) =
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Lemma [2.3| and Lemma [2.4] imply that
(2.4) gr(af,n) = gp(0,n)

for every nonzero a € Oy, and hence for every a € k*. In particular, it suffices to
prove Theorem 2] and Theorem [ for integral 6.

3. PROOF OF THEOREM

We start off by estimating the volume V (8, k,n).

Lemma 3.1. We have
V (6, k,n) < Ny (0) /KL

Moreover, equality holds if and only if for every Archimedean place v of k the
absolute values 0|, are equal for all w | v.

[Kapiky]

Proof. Let v be an Archimedean place of K, and let p, = p,(0) := [, 0],
Consider the functions figl), fng) : kPt — R given by

(1) [Kw:ky]

.fu (207 <. 7Zn) = HmaX“ZOlU; |0‘w|z1|va sy |9|w‘zn|v} (KR
wlv

fz()2)(ZO> e 7Zn) = ma'X{|ZO"U7 pv|zl|v7 ) p'u|2n‘v} .

Then fqgi)(tz) = |t|vf1gi) (z) holds for all t € k,, z € k™!, and i € {1,2}. Moreover,
fgl) > f,EQ) as functions on k"*!, with equality if and only if |6}, is constant on
w | v.

Now Vol{z € kn*!: fqgl)(z) <1} < Vol{z € kn*t: féZ)(z) < 1}, with equality if
and only if fél) = fqu). Evaluating both volumes gives

27+ if v is real,

3.1 ‘/v < —n[ky:R] |
(3:1) =P a"tL if v is complex,

with equality if and only if |6],, is constant on w | v. Thus,

n[Kw:R]

V(O0,kn) < [ 10, ™7 =tk (6) /1K,
w|oo
with equality if and only if the condition in the lemma is satisfied. O

Let us recall some simple facts, which will be used in the sequel without further
notice. Let A, B be ideals of Oy, and let 2, B be ideals of Og. Moreover, suppose
that P is a prime ideal of Oy and that S runs over all prime ideals of Ok above
P. Then

vp(°A) = maxg p{[op (A) /ex]}
DuA = A

2 | w09t

Y(AB) = “A“B

A | *Aif and only if °A | A

Lemma 3.2. Let ®© be a nonzero ideal of Og and P a prime ideal of Oy. Then
gp(D,n) < N (Dp)"/ KM,
with equality if and only if Op = **Dp.
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Proof. Lemma [2.3and the fact that gp(D,n) = gp(Dp,n) imply equality if Dp =
YD p. Therefore, let us assume that vp(°®) =: I > 1 and that Dp is a proper
divisor of **Dp = *P!. Again by Lemma we may assume that *P {D.

Let
1

U= M%;ﬁn”‘n(g),

where the sum runs over all prime ideals P of Ok lying over P, and fy = fypp =
[Ok /B : Ok /P] is the relative degree of P over P. Then the right-hand side in the
lemma is just M (P)™". Since vp(*®) =1 > 1, we get u > 0. Let e = eqp be the
ramification index of 9P over P. As Dy is a proper divisor of “*Dg, we conclude
that vy (D) < eppvp(°D) for at least one P | P. Thus,

> fpvp(@) <D fpepup(PD) = [K K] -1,
B P B P

and therefore u < [. Similarly, we have
(D, Pj) _ mk(p)ﬁ(zm\p I miﬂ{”m(g)dem})—j’

for any j > 0. By our assumption that “P { D, we have vp(D) < jeyp for some
P | P and all j > 1. Replacing all the minima in the above formula by their second
arguments yields

(3.2) q(D, P7) < M P
Similarly, replacing the minima by their first arguments yields
(3.3) q(®, P7) < My (P)ntHud,

and the inequality is strict if and only if j <[. Let 1 < L <1 be the integer with
L—-1<u<L Weuse (3.2) for j < L and (3.3)) for j > L to estimate ¢(®, P?) in
the definition of gp(®,n). This shows that gp(D,n) is bounded from above by
1

N Pl —1
with a strict inequality whenever [ > 1. To prove the lemma, it is enough to show
that this expression is bounded by 91, P™* (with strict inequality if [ = 1). To this
end, let h be the function given by

(mkPLn+1 . mkPLn + mkp(n+1)qu+n+1 - mkp(n+1)qu+l) ,

h(l’) - Q:nu+n+1 _ + x(n+1)u7L+1 - ZL,(nJrl)quJrnJrl +an 7 anJrl.

Hence, we need to show that h(91P) > 0, with a strict inequality if [ = 1. With
t:=u—L+1€(0,1] and

hl(fﬂ) — xnﬁ+n+1 o xnﬂ + x(n+1)ﬁ 7 x(n+1)ﬁ+n 4" — xn+1’
we have h(z) = z"E~Vhy(z). If & = 1 then hi(z) = 0. We observe that & = 1 is
impossible if [ = 1, since u < . Let us assume that 0 < & < 1 and prove that, in
this case, hq(z) > 0 for all z > 1.

The function hy(z) is in fact a polynomial in 2/, We have

> na.

n-+1 n

1)u 1)u
B N
By Descartes’ rule of signs, hi(z) has at most three positive zeros (with multiplici-
ties). Since h1(1) = (1) = AY(1) = 0 and lim,_, h1(z) = oo, we have hq(z) > 0

for x > 1. O
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We can now easily finish the proof of Theorem After multiplying with a
suitable element from k* we can assume that 6 is an algebraic integer and choose
a := 1. From Proposition [2.2] Lemmata [3.1] and [3:2] and the observation that

N () %A = [ [ Nk ((00k)p) R,
P

we immediately get that g, (0,n) < 1. Now g;(6,n) = 1 holds if and only if we have
equality in Lemmata and This is the case if and only if 00 = “*00k and
for each Archimedean place v of k the |0|, for w | v are all equal. The condition
for equality in Theorem [|2|is just a uniform reformulation of these two statements.

4. PRELIMINARIES ON LATTICES

In this section we establish a basic counting result for lattice points, which will
be used in the proofs of Theorem [5] and Theorem

For a vector x in R™ we write |x| for the Euclidean length of x. For a lattice A
in R™ we write A; = A\;(A) (1 <14 < m) for the successive minima of A with respect
to the Euclidean distance.

Definition 4.1. Let M and m > 1 be positive integers and let L be a non-negative
real. We say that a set S is in Lip(m, M, L) if S is a subset of R™, and if there
are M maps ¢1,...,én 2 [0,1]™"F — R™ satisfying a Lipschitz condition

(4.1) |¢i(x) — ¢i(y)| < LIx —y]| for x,y € [0, 1]m_177; =1..., M,

such that S is covered by the images of the maps ¢;.

We can now state and prove our counting result.

Lemma 4.2. Let m > 1 be an integer, let A be a lattice in R™ with successive
minima A, ..., Am, and let a € {1,...,m}. Let S be a bounded set in R™ such
that the boundary 0S of S is in Lip(m, M, L), S is contained in the zero-centered
ball of radius L, and 0 ¢ S. Then S is measurable and we have

Vol § Lot L1
detA )\1a71 ’ Alafl)\amfa }

The constant ¢1(m) depends only on m.

ISNA| -

’ < ¢ (m)M max {

Proof. Applying [Wid10b, Theorem 5.4] proves measurability and gives

Vol § Lt
det A 03%%{71 PYREED Y

50— 323 < cmne

First we assume L/\; > 1.
Then we conclude

L < La—l ) 7
oglz}%aw}fq NN OS?%%_Q Xf*l .
Lafl { mea }
= ooy maxq L =
A{ A7

La—l Lm—l
= max { a—1" a—1 m—a } .
A1 AT A

Next we assume L/A; < 1. Then we have |S N A| = 0. Moreover, by Minkowski’s
second theorem,

Vol § Lm
< _
doth Sl
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Furthermore,
Lm < m /\1 mel < Lafl mel
— = — < max
)\1"')\m _>\1"')\m L )\2...)\m - Ala_l’Ala_l/\am_a

We recall the following lemma, which is a special case of [Cas97, Lemma 1].

Lemma 4.3. Let A be a lattice in R™. Then there exist linearly independent vectors

V1, «eny U @0 A such that |v;| = A for 1 <i<m.
Lemma 4.4. Let A be a lattice in R™. Then there exists a basis uy, ..., Uy, of A
such that

lui| < Co(m)AT™ M det A for1<i<m,
where Co(m) is an explicit constant depending only on m.

Proof. Let vq, ..., Uy, be linearly independent vectors as in Lemma[4.3] By a lemma
of Mahler and Weyl (see [Cas97, Lemma 8, p. 135]) we obtain a basis u1, ..., tp
of A such that |u;| < max{1,m/2})\;. Observing that |u;| < |uy|- - |[tm|/A]"!, the
lemma follows from Minkowski’s second theorem. O

The following result will be used only for the proof of Theorem [3]in Section [9]

Lemma 4.5. Let A1 and Ay be lattices in R?, and consider the lattice A == Aq X Ao
in R22. Then we have

)\1 (A) = min{)\l(Al), )\1(A2)},
)\d+1(A) Z max{)\l(l\l), )\1(1\2)}

Proof. The first assertion is obvious. For the second assertion we choose, by Lemma
d + 1 linearly independent elements v; = (w§-1),w§2)) eA(1<j<d+1) with

lv;| = Aj. Clearly, not all of them can lie in R? x {0}, and similarly not all of
them can lie in {0} x R%. Suppose v;, ¢ R? x {0} and v;, ¢ {0} x R%. Hence
lvj, | > |wj(f)| > A1(Ag) and |vj,| > |w](i)| > A1(Aq). This proves the lemma. O

5. ADELIC LIPSCHITZ HEIGHTS

In [MVOT7] Masser and Vaaler have introduced what one may call Lipschitz
heights on P™(K). This notion generalizes the absolute Weil height and allows
so-called Lipschitz distance functions instead of just the maximum norm at the
Archimedean places. Nonetheless, this notion is sometimes too rigid, as one often
also needs modification at a finite number of non-Archimedean places. This leads
naturally to the concept of adelic Lipschitz heights, introduced in [Wid10b].

5.1. Adelic Lipschitz systems on a number field. Let K be a number field
and recall that Mg denotes the set of places of K, and that for every place w we
have fixed a completion K, of K at w. We write d,, = [K,, : Q] for the local
degree, where Q,, denotes the completion of Q with respect to the unique place of
Q that extends to w. The value set of w, T'y, := {|ay : @ € K} is equal to [0, 00)
if w is Archimedean, and to

{07 (mK‘Bw)Oﬂ (mK‘pw)il/dwv (mK‘Bw)iz/dwv .- }

(topologized by the trivial topology) if w is a non-Archimedean place corresponding
to the prime ideal 3, of Ok. For w | oo we identify K,, with R or C, respectively,
and we identify C with R2.
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Definition 5.1. An adelic Lipschitz system N on K (of dimension n) is a set of
continuous maps

(5.1) Ny : KM =T, we Mg

such that for w € Mg we have

(1) Ny(z) =0 if and only if z = 0,

(i1) Ny(az) = |a|wNy(z) for all a € K,, and all z € K",

(#it) if w| oo: {z: Nyw(z) =1} is in Lip(dw(n+ 1), My, Ly,) for some My, Ly,
(iv) if w{00: Ny(z1 + 22) < max{Ny(z1), Nuw(z2)} for all z,, zo € K.

Moreover, we assume that the equality of functions

(5.2) Nu(2) = max{[2olus | 2nlu}

holds for all but a finite number of w € M.

If we consider only the functions N,, for w | co then we get a Lipschitz system
(of dimension n) in the sense of Masser and Vaaler [MVQT].
For all w € Mg there are ¢,, <1 in the value group I’} = I',,\{0} with

(5.3) Co Max{|20|w, - -, |2n|w} < Nuw(2) < ¢t max{|zo|w, - - - |2n]w}
for all z = (20, ...,2,) in K. Due to (5.2) we can and will assume that
(5.4) o =1
for all but a finite number of places w. We define

) _ _dw
(5.5) =T ™™ =1,

wfoo

and
(5.6) Cj\}lf = m|ax{cl_ul} > 1.

For a prime ideal B of Ok we write vy for the corresponding valuation on K,
normalized by vy (K*) = Z. For a nonzero fractional ideal 2 of K and a non-
Archimedean place w of K, associated to the prime B, we define

20 2= Ty (o)

so that |a|, = |@Ok|w for « € K*. For w € Mk let o, be the canonical embedding
of K in K, extended component-wise to K"+, For any nonzero w € K"t let
in(w) be the unique fractional ideal of K defined by

Nw(wa) = |Z_/\[(L«J)|w

for all non-Archimedean w € Mg, and we set by convention i (0) := {0}.
Moreover, set

Ok (w) :=woOk + -+ + w, Ok,

so that Ok (w) is simply ix(w) for any adelic Lipschitz system with for all
finite places. Now by we get
(5.7) Co Max{|Woluw, - - - [Wnlw} < lin(W)lw < e max{|wolw, - - -, |Wn|w}-
Recall that ¢, = 1 up to finitely many exceptions and let

Fr := {2 : A nonzero fractional ideal of K and ¢,, < ||, < cj* for all w oo}

By unique factorization of fractional ideals, Fjs is finite. Moreover, for any w €
K™ we have

(5.8) in(w) = Ok (w)(w)
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for some F(w) € Fpr. Taking the product in (5.7)) over all finite places with multi-
plicities d,, shows that

in—[K:Q]
(5.9) cfl

5.2. Adelic Lipschitz heights on P"(K). Let N be an adelic Lipschitz system
on K of dimension n. Then the height Hyr on K™*! is defined by

_dw
Hy(w) = [] Nulow(w))®a.
wEMg
Thanks to the product formula and (i4) from Definition Hpr(w) is invariant

under scalar multiplication by elements of K*. Therefore Hx is well-defined on
P™(K) by setting

. in [ HC:Q
Ny Ok (w) < Ncin(w) < L INy O (),

Hy(P) = Hy(w),

where P = (wg : -+ : wp,) € P*(K) and w = (wo, . ..,w,) € K" We note that by
(5.3), (5.5) and (5.6 we have
(5.10) (O )T H(P) < Hu(P) < O R H(P),

where H(P) denotes the projective absolute multiplicative Weil height of P. Hence,
by Northcott’s theorem, {P € P"(K) : Hy(P) < X} is a finite set for each X in
[0, 00).

6. THE GENERAL THEOREM

Let k C K be number fields and let A be an adelic Lipschitz system of dimension
n on K. Recall that the functions N, n, and K are all part of the data of N/. From
N we obtain an adelic Lipschitz height Hx on P*(K). Our goal in this section is
to derive an asymptotic formula for the counting function

Nn(B" (k) X) = [{P € P"(k) : Hy(P) < X}.

Let us set some necessary notation first. For each Archimedean place v of k we
define a function N, on k"*! by

(6.1) N,(z) := HNw(z)duL[lk“:k] )

wlv
Let N = N'(N, k) be the collection of functions N, where N, is as in (6.1)) if v is
an Archimedean place of k and

Ny (z) := max{|20]|v, .-, |2n|o}

if v is a non-Archimedean place of k. From now on we assume that A is an
adelic Lipschitz system (of dimension n) on k (the conditions (7), (i¢) and (iv) are
automatically satisfied but (i74) may possibly fail). Hence there exists a positive
integer My and a positive real number L~ such that the sets defined by N, (z) = 1
lie in Lip(dy,(n + 1), Marr, L) for all Archimedean places v of k. The sets defined
by N,(z) < 1 are measurable and have a finite, positive volume, which we denote
by V,, and set

(6.2) Vi i= H V,.
v|oco

We denote by o1,...,04 the embeddings from k& to R or C respectively, ordered
such that o, 4s1; = 7,4, for 1 <i <s. We define

(6.3) o:k— R xC*=R?

o(w) = (01(w), -+, orys(w))
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and extend ¢ component-wise to get a map
(6.4) o k"t — R™,
where m = d(n + 1).

For nonzero fractional ideals C of k, and ® of K, we define the following subsets
of R™:

AL(D) = {o(w):w € k", Op(w) = O, in(w) =D},
Ac(®):={o(w):w € k", Op(w) = C, ir(w) C D},
A®):={o(w):w e k" ir(w) C D}

Note that by (5.8) we have
(6.5) D € “CFy

whenever A% (D) is non-empty, where “CF)s denotes the finite set of fractional
ideals of the form “C§ with § € Flr.

Let R be a set of integral representatives for the class group Cl. For any C € R,
we choose a finite set S¢ of nonzero fractional ideals of K such that

Sc contains all © with AL (D) # 0.

Moreover, we choose a finite set 1" in the following way. For any ® € S¢, let Te o
be the set of all nonzero ideals A of O such that Ac(AD) # (. This set is finite,
since, similar as above, we have AD € € “"CF) for some ideal € of Ok whenever
Ac(AD) # 0. Then we choose T to be any finite set of nonzero ideals of Ok such
that

T contains all the sets T » for C € R and ® € Sc.

We define
n+1
N D K]
~ K
. = E) i A® OB
(6.6) g =2 D, D me® D mlB)griom amy
CeRDeSc AET EQOy
where

ARAD,CE) = A(AD) No((CE)" ).

Note that the infinite sum in taken over all nonzero ideals E converges abso-
lutely, as det A(AD,CE) > (27N, CE)" 1. Although g{cv seems to depend on the
choice of R, S¢ and T, we will see that this is actually not the case. Of course,
one could impose a minimality condition to render the choice of the sets Sc and
T unique, but for the calculation of g{g/ it is convenient to have more flexibility for
the choices of these sets. From Theorem , and Schanuel’s theorem it will
follow that g > 0.

Finally, we define

(6.7) Ap = An(k) := |[Fx | M3 (Lar + ClpCfimyden =1,
We can now state the theorem.
Theorem 5. Let k C K be number fields, d := [k : Q|, let N be an adelic Lipschitz

system (of dimension n) on K, and suppose that N' = N'(N,k) is an adelic
Lipschitz system (of dimension n) on k. Then, as X > 1 tends to infinity, we have

NN(]P’"(/C),X) — w;l(n + 1)r+s—1RkVN,g.]/€\/'Xd(n+l) + O(|T|ANXd(n+1)_1£),
where £ =1 +log(C’m/fC}:/mX) if (n,d) = (1,1) and £ = 1 otherwise. The implicit
constant in the O-term depends only on k and on n.

The hypothesis of A/ being an adelic Lipschitz system is a minor one. For
instance, this hypothesis is certainly fulfilled when the functions N, of N are
norms, as we shall prove in the appendix (see Lemma [A1)).
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7. PROOF OoF THEOREM [

The proof of Theorem 5| makes frequent use of arguments from [MV07] and
[Wid10b] (some of which can be traced back to [Sch79], or even to Dedekind and
Weber).

Let ¢ :=r+s— 1, ¥ the hyperplane in R?"! defined by 1 + - -+ + 2,41 = 0 and
0=(d1,...,dgs1) withd, =1for1 <i<randd;,=2forr+1<i<r+s=gqg+1.
The map I(n) := (d1 log|o1(n)|, ..., dg+110g|og+1(n)|) sends k* to R For ¢ > 0
the image of the unit group O under [ is a lattice in ¥ with determinant v/q + 1R.

We now define a set Sp(t) using our adelic Lipschitz system A7 on k. Let F be
a bounded set in ¥ and for ¢ > 0 let F(t) be the vector sum
(7.1) F(t) :== F + §(—o0,logt].

We denote by exp the diagonal exponential map from RI*! to (0,00)9Tt. Any
embedding o; (1 < i < g+ 1) corresponds to an Archimedean place v, and thus

gives rise to one of our Lipschitz distance functions N; := N, from N’. We use
variables zi, . .., Z,11 with z; in R4+ Exactly as in [MV07] we define Sp(t) in
R™ for m = Zf:ll di(n+1) =d(n+1) as the set of all z1,...,2z441 such that
(7.2) (N1(z1)™, ..., Nyy1(zg11)%+) € exp(F(t)).

We note that

(7.3) 0¢ Sp(t).

Using (4¢) from Definition it is easily seen that Sg(t) is homogeneously expand-
ing, i.e.,

(7.4) Sp(t) =tSp(1).

Moreover, if F lies in a zero-centered ball of radius r then

Se(t) C{(z1, .1 211) s Nili) < expl(ri)t for 1< < g+ 1},

The latter set lies in the the zero-centered ball of radius /mC¥/ exp(rp)t, and
thus

(7.5) Sp(t) C Bo(v/mC exp(rp)t).

Note that for ¢ = 0 we automatically have F' = {0}, and our set Sg(t) is precisely
the set defined by Ni(z) < t.

We now specify our set F' when ¢ > 0. We choose a basis u1, .. ., uq of the lattice
1(O5) as in Lemma Set F:=[0,1)us + ---+[0,1)uq. So F is measurable of
(g-dimensional) volume

(7.6) Vol(F) = \/q + 1R,
(and this remains true for ¢ = 0). From the argument in [Wid10b] following (8.2),

we see that A\ (I(O})) > c¢q4 for some positive constant cq depending only on d. With
the estimate from Lemma [£.4] we get

(7.7) ;| < Co(g)ey ™™ Vol(F) < CaRy, (1<i<q)

for some positive constant Cy depending only on d. Note that F' lies in the zero
centered ball of radius ¢Cy Ry, and this remains trivially true for ¢ = 0. Therefore

by (7.5)
(7.8) Sp(t) C Bo(kt),
where

(7.9) k= VmCi exp(qCyRy).
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Lemma 7.1. There exists a constant ci(n) depending only on k and n, a positive
integer M, and a positive real L with M < ¢y, (n)M{F", L < cp(n)(Ly + Cih,
such that

(7.10) dSp(t) € Lip(m, M, Lt) and sp(t) C By(Lt).

Proof. The second part follows immediately from ([7.8]) and (| .

Let us now prove the first part. For ¢ = 0 our set S F( ) is precisely the set defined
by N,(z) < t, where v is the single Archimedean place of k. So the boundary of
Sr(t) is the set {z: N,(z) =t} = t{z: N,(z) = 1}. By assumption N is an adelic
Lipschitz system, and thus the latter set lies in Lip(m, My, Lart). This proves the
lemma for ¢ = 0.

Suppose now that ¢ > 1. Then we can find 2¢ linear maps v, : [0,1]97! — %
parameterizing OF that, because of , will satisfy a Lipschitz condition with
constant (¢ — 1)CyqRy, (for ¢ = 1 this is simply interpreted as |0F| < 2). The claim
now follows from [Wid10b, Lemma 7.1] by a simple computation. O

We conclude from [MVO0T7, Lemma 4], (7.6), and (7.4) that Sp(t) is measurable
and has volume

(711) Vol SF(t) = (TL + 1)quVN/tm.
Lemma 7.2. We have
Ny (P™(k), X) =wi ' > > [AH(D) N Sp(XN DI,
CERDESe

Proof. Let P € P*(k) with homogeneous coordinates (wo, . . ., w,) = w € k"T1\{0}.
Recall the definition of the adelic Lipschitz system N’. The functions N, (or N;)
will denote those associated with N, whereas N,, will denote a function associated
with the adelic Lipschitz system N on K.

Now

(7.12) in'(w) = Op(w)
Suppose € € k*. Then we have
in (ew) = einr (w).

Hence the ideal class of i~ (w) is independent of the coordinates w we have chosen.
In particular, we can choose w such that in (w) = C for some unique C' in R. Thus,
w is unique up to scalar multiplication by units 1, and moreover, iy (w) :=D € Sc.
The set F(00) = F+R4 is a fundamental set of R9*! under the action of the additive
subgroup (O} ). Because of Definition (1) we have

log N;(o;(nw))% = log N;(o;w)®% + d; log |oin)
for 1 <i < ¢+ 1. Hence, there exist exactly wj representatives w of P with
(d1log N1(o1w), ..., dgs110g Nyy1(og+1w)) € F(o0).
But the above is equivalent with
(N1(o1w) ™, ... Nyp1(ogriw)iett) € exp(F(c0)).
Furthermore
exp(F(to)) = {(X1,..., Xg41) € exp(F(00)) : X1+ Xgp1 < td}.

Hence, for all wy representatives w of P as above, the inequality

I Noloo(@)®/4 = TT [ Nu(ow(w)) /@ <1,

v|oco v|oo wlv
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is equivalent to

ow € SF(t()).

On the other hand,

H N d JIK:Q] _ sﬁKZ-N(w)*l/[Kr@] MNyD™ 1/[K:Q]

wfoo
As

P):HHN“’(G d/KQ HN d/[KQ]
v|oo wv wfoo

the claim follows. O

Lemma 7.3. We have
Ny (P"(k),X) =
Wit D03 Do uk(W) Y p(B)AQD,CE) N Sp(XN DY),
CeRDeSc AET E<Oy,

where E runs over all nonzero ideals of Oy.

Proof. We start off from Lemma and we apply Mdbius inversion twice to get
rid of the two coprimality conditions ¢ and *.
Directly from the definition we get

Ac(AD) = | JAL(2BD),
B

where 8 runs over all nonzero ideals of Og. This is clearly a disjoint union. Note
that AL (ABD) # 0 only when ABD lies in the finite set Sc. Mobius inversion
leads then to

AE(D) N Sp(XMDVIEE)] = Z e () Z AL(ABD) N Sp(XNDYVIED)
= ZuK JAG(@D) N Sp (XD D))

where the sums run over all nonzero ideals in Og. Next note that by definition of
Tc» we have Ao (AD) = 0 whenever 2 ¢ Ten. As T C T we can restrict the
last sum to 2 € T" and we get

IAL(D) N Sp(XNEDVIED) = 3" g ()| Ac(AD) N Sp(XNKD VD))
AT

We now deal with the second coprimality condition ¢. Also directly from the

definition we get
AQAD, EC) = AQD) No((EC)") = | Agcs@D)U{0}.
B0y

Again, B runs over all nonzero ideals of O, and the union is disjoint. As o((EC)"*1)
is a lattice and Sp(XND/F:W) is bounded we conclude from the latter equality

that Apcp(AD) N SF(X‘T(KQU[K:Q]) is empty for all but finitely many B. Md&bius
inversion and (|7.3)) lead therefore to

|Ac(AD) N Sp (XN IED))
= Z i (E) Z |Apc(AD) N Sp (XN KA
ELOy B0y

= Z 1k (E)AD,CE) N Sp( XNk Q|

E<O,
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In view of Lemma [7.2] this proves the claim. O

We choose a positive real ' such that for any C' € R and any ® € S¢

N.C

Before we proceed note that if S¢ is chosen minimal for all C € R (i.e. S¢ =
{iN( ) : w € k"t O (w) = C}) then it follows from (5.9) that we can choose

C’fm , and moreover, |Sc| < |Fy|.

Lemma 7.4. Let A1 = A(A(AD,CE)) be the first_successive minimum of the
lattice A(AD,CE), and let M and L be as in Lemma n Then we have

n+1
, Vol Sp(1)M gD H X™
A E X 1/[K:Qly| — r

— [K Q]
0 ( Ny D m(LlX) ) |
A1

where the constant in the O-term depends only on m. Moreover, with T as in
we have

A1 > Ny (D) VI (T (B))
And finally, with Kk as in , if MeE > (kX)?/T then
ARAD,CE) N Sp( XNV KAy = ¢,

Proof. For the first assertion we use and apply Lemma with a = m.
Thanks to and Lemma the required conditions are satisfied, and using
the first result drops out.

Now for the second statement we first observe that \; is at least as large as the
first successive minimum of the lattice o(CE). But it is well-known that the latter
is at least M (CE)Y?, see, e.g., [MVOT7, Lemma 5]. Now as ® € S¢ and by the
definition of T" we get M C > Ik (@)1/[1(:’“] and this yields the second assertion.

The last claim follows upon combining the above estimate for A; with ,

) O

We can now conclude the proof of Theorem [5| Let us first assume that (n,d) #
(1,1). Combining Lemma Lemma and ([7.11) gives the main term as in
Theorem [5} The error term is bounded by

IPIPIPITI GRS

CERDESc AET ELOy,

LX)™ 1
Y YY Y o(ﬂm )

CeRDEeSc AET EQO;

<) ZO( T (= 1>/d1>

CeERDEeSc AET

(LX)m 1

=0 <Z 1SellT 1=ty
CeR

This proves the Theorem in the case (n,d) # (1,1) except that the constant in the

error term is different from the one in the statement of the theorem. In particular,

it shows that the main term is independent of the particular choice of the sets S¢.
However, if we choose all the sets S¢ to be minimal then, by the remark just after
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1} we can choose I' = C/{[m_d, and |S¢| < |Fxr|- This, and not forgetting the
definition of M and L from Lemma yields the desired error term.

We now assume (n,d) = (1,1) (which of course means k = Q, R = {C}, wi, = 2).
Using also the last part of Lemma we conclude

% Z Z”K(m) Z g (E)AAD, CE) N Sp (XN )|

DeSc AT EQZ

‘)’tQng,X/l"
1 VOISF(I)mK’}DﬁXQ
Y P () uo(E)
2 @;cgé‘ Ezﬁz ¢ det A(AD, CE)

Vol Sp(1)0 D T X2
A DIDIEDY det A(AD, CE)
DeSc AeT EQ7Z

NYE>KX/T

MNDFALX
IS KA—1

DeSc AeT Bz
NGE<KX/T

Now the first term gives the main term as before. For the second term we use
Minkowski’s first theorem to estimate the determinant in terms of Ay, and then a
simple computation using Lemma [7.4] and gives the error term O(|S¢||T|(1 +
kX/T'). For the last error term we use again Lemma and again a simple
computation yields the error term

O(ISc|IT|(ML/T)X (1 + log(rX/T)).

To get the right error term we choose again S¢ to be minimal so that we can take
in—1
r= CJ{[m , and |S¢| < |Far|. This proves Theorem

8. PROOF OF THEOREM []

In this section, we deduce Theorem [4] from Theorem |5l Recall the simple facts
mentioned just before Lemma (3.2

As mentioned after Lemma we can and will assume that 0 is an algebraic
integer. Let K := k(6), and let N be the adelic Lipschitz system on K of dimension
n defined by

Ny (2) := max{|20|w, |0|w|#1]w; - - - s |0]w]Zn]w}s
o
(8.1) inv(w) =woOk + 0w O + - -+ + 0w, Ok.
Lemma 8.1. We have

N(Ok™, X) = Nar(P(k), X) + O(X™%),

where the implicit constant in the error term depends only on k, 6, and n.
Proof. The points a0 = (w1 /wo, . .., wn/wo) € k™ with H(6a) < X are in one-to-
one correspondence with the projective points P = (wg : --- : wy) € P*(k) with
wo # 0 and Hy(P) < X.

If n > 1 then we can apply Theorem |[5| with n — 1 and the adelic Lipschitz system
given by the norm functions (see Lemma [A1]in the appendix)

(8.2) Ny((z1y ..y 2n)) := max{|0]w|2z1|w, - - - |0)wl|2n]w}
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(with R, S¢ and T chosen in such a way that |T'| is minimal) to see that the number
of such points P with wy = 0 is O(X"¢). This trivially remains true forn =1. 0O

Since the functions N,, are norms, the adelic Lipschitz system N satisfies the
hypothesis of Theorem [f] As our choice of R, S¢ and T in Theorem [5] will depend
only on k, n and 6, we obtain
(8.3)  Nn(P"(k), X) = wy  (n+1)" IR Vgl XD 1 o(x At —1g),

where £ := log(X + 1) if (n,d) = (1,1) and £ := 1 otherwise. The implicit
constant in the error term depends only on &, 8, and n.
We notice that

(8.4) Vo = (277°)" V(0 k),

with V(0,k,n) as in (1.3). To prove the theorem, we need to compute gfgv. First
we choose the sets R, S¢ and T'. Denote

D :=°(00k).

For R we choose any system of integral representatives for the class group Cly with
(8.5) (C,D) = Oy, for all C € R.
We will see in Lemma [8.2] (i), that
(8.6) Sc :={"C(00k,"B) : B Oy, B| D}
is a valid choice for S¢. For T, we take the finite set
(8.7) T:=|J) J Too U{AQO0k : A |00k},

CERDESe

Lemma 8.2.

(i) Let w € k™! with O (w) = C. Then iy (w) € Sc.
(i1) Let 2 be an ideal of Ok and B an ideal of O. Then °(2,*B) = (°2, B).
(iii) Let B be an ideal of Oy with B | D. Then °(0O0k,"B) = B.

Proof. (i): We have woOx + -+ + wp, O = "Of(w) = *C, so
in(w) ="Clwo("C) 7+ 0(wi(MC) ™! + -+ wa (*C) 7)) = "Clwo(*C) 7, 00k).
Moreover, since 8Ok | “D, we obtain

(wo(*C) ™1, 00K) = (wo(*C) ™", ¥ D, 00k) = (00x,*B),

for B := (woC~1,D) | D.
i1): Let P be a prime ideal of Oy and *P = e¥ its factorization in Ok . Then
BY

vp(*(A,"B)) = max{[min{vy (A), vy (*B)} /e [}
= max{min{[vy(A)/ex], vr(B)}}
= min{max{[vy (A) /ex ]}, vp(B)} = vp((°%, B)).
(iii): By (ii), we have ®(fOx,"B) = (D, B) = B. O

The first step in our computation of giv is to evaluate the determinant of the

lattice A(AD,CE) = A(D) No((CE)™ ).
Lemma 8.3. Let A, B be nonzero ideals of Ok and Oy, respectively. Then
det A2, B) = (27°/|AL)" - AN B) - My, (° (A(00K,A)~ ) N B)".
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Proof. Let w = (wo, . ..,w,) € k™. Clearly, cw € A2, B) if and only if w; € B for
all 0 <i<n,wy e, and dw; € A for all 1 < i < n. For w; € O, we have
fw; €A if and only if A(OOK, )™ | wOk.
Therefore, we obtain
AR, B) =0 ((am N B) x (° (AO0K,2A)~1) 1 B)”) .
O

Let 20 € T and let B be an ideal of Oy with B | D. To facilitate further notation,
we define ideals A and A; of O by

(8.8) A=A, B) :="A(00k,"B)) and

(8.9) Ay = A (2, B) =2 (A(0Ok, “B) 00k, A B)~1) | A.

For any ® ="C(0Ok,"B) € Sc and for any nonzero ideal E of O we have
(8.10) N C(RAD)NCE) = MC - N (AN E).

Clearly, we have (00, 2A(00k,*B)) = (00k,A*B). Furthermore, by our choice
of R with (8.5)), we have (*C,00k) = Ok. Therefore, we obtain

(8.11) N (° ((AD) (00K, AD) ') NCE) = MC - Ny (AL NE).
Moreover, we have
(812) mKQ(nJrl)/[K:k] _ mkanrl . 9"(1((6’(9;(, uB)(nJrl)/[K:k].

Lemma 8.4. Let B be an ideal of Oy with B | D, let ® ="C(0O0k,"B) € Sc, let
A€ T, and let E be a nonzero ideal of Ok. Then

n41 n+1
N D KF] _ _ Nx (00, " B)TEH
— (25 / A (n+1) | .
det A(AD, CF) ( 1A N(ANE) Ny, (AL NE)"

Proof. We apply Lemma and use (8.10)), (8.11)), and (8.12)). O

Lemma 8.5. We have

1 (E)

N u ntl
_ 9 B [K k]
g =co Y Nk(0Ok,"B) > k() Y mkAmE ) - M (AN E)™’
B|D AeT E<Oy

where A = A, B), Ay = A1, B), and co = h2°" D (V[AL) Y and E
runs over all nonzero ideals of O.

Proof. Recall the definition of gi‘/ in . The expression on the right-hand side
in Lemma does not depend on C'. With , a simple computation proves the
lemma. (]

The inner sum over F in Lemma can be handled by the following lemma.

Lemma 8.6. Let Jy | J be nonzero ideals of Oy and let
pi (E)

£= )
Faoy mk JOE ‘ﬁk(JlﬂE)

If J1 # Oy then £ =0. If J; = Oy, then

H mkPn+1 _ mkP

¢=c n+1‘ﬂk M Prtt — 1

pu
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Proof. Let f(F) := ux(E) - Ni(J, E) N (J, )” Then f is multiplicative and

&= JJ1 E;Q ‘thE”H

Clearly, this Dirichlet series converges absolutely for all n > 0. Let us compute its
Euler product expansion. For any prime ideal P of Oy, we have f(P¢) =0if e > 2.
Moreover, f(Og) =1 and
M, Pt i P Jy,
f(P): —fﬁkP ifP|Jand PTJl,
-1 if P{J.
We obtain the formal expansion
prtl P 1
ST (- ) T (- s ) T (- 5 )
E<Oy P|J, k P|J k PtJ k
Pty

Since the infinite product ] Pty (1 =M P~*) converges absolutely for s > 1, we
obtain £ = 0 whenever J; # Oy. If J; = Oy and s = n+ 1, the expression simplifies

to
Z _ 1 H ‘ﬁkP"+1 - ‘ﬂkP
0, ‘ﬂkE"+1 Ce(n+1) FiJ NPt —1

O

Recall the definition of A and A; from and . We have A1 = O, if and
only if A(0O0k,*B) = (00k,2A*B), which is equlvalent to A(00k,"B) | 00k, or

(8.13) A | 00k (00K, "B)~!

Recall that, by (8.7), the set T contains all ideals 2 of O with 2 | 00k . Also, for
every 2 with (8.13]), we have A = D(Ql(GOK, “B)) | D. We obtain

N, P+ — 0, P

N k k

g =1 > Mk(00x, BYn Y mkA ] =0 B).
B|D A|D P|A

where ¢1 := Gy(n+ 1) eo = 25D (n + 1) 71 (\/JAg[) 7Y and

s0(A, B) := > frc ().
2 with

*(A(00K,"B))=A
If so(A, B) is not zero then there is at least one 2 with
A=°(00k,"B)) C°(00k,"B) = B.
For the last equality, we used Lemma (iii). We replace A by B~ A to obtain

n+1

—o y MO IO 5 L M )

N B N A N, Prtl — 1
B|D A|B-1D P|AB
where
s(A,B) = Z px ().
2 with

*(AOK,“B))=AB

Lemma 8.7. Let J, R be nonzero ideals of Ok and J a nonzero ideal of Oy. Then
°(JR) = J°K if and only if

(8.14)  J|MJ(MR)R and JtY(PTLI) (WP R)R! for all prime ideals P | J.
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Proof. Clearly,
JIHIMR)R! = JR| YW(J°R) <= °(JR) | J°R
and

JHUPTINMR)AR™! = JRIY(PTITPR) <= °(JR) 1 (PT1I)°A.

Lemma 8.8. If A| B~1D then s(A, B) = ui(4).

Proof. By Lemma (iii), we have °(00k,*B) = B. By the previous lemma,
°(A(0Ok,"B)) = AB is equivalent to

(8.15) A |“A“B(0O0k,*B)"" and A “(PLA)*B(0OK,"B)™* for all P | A.

Clearly, conditions and imply

(8.16) A | (00 (00k,"B) "1, *A*B(0Ok,"B)™") = (00 (00k,"B) "', * A)

and

(8.17) 214(P~'A) for all prime ideals P | A.

In fact, a&@ are equivalent to and . Indeed, me—

diately implies (8.13]) and the first part of (8.15)). For the second part of (8.15)), we

use that every A | 00k (00, *B)~! satisfies (A, B(00k,"*B)~!) = O. Thus,
s(A,B) = > frc () = > forc ().

A0 A0
and and
By inclusion-exclusion for (8.17)), we obtain
s(A,B) = u(F) > pc (21).
F|A A|(00x (00K, B) 1,14 (F~1A))

The last sum is 1 if F' = A. Moreover,
F7'A| B™'D =?(00k)(°(00k,"“B))~" | °(00k (00k,"B) ™),
so F' # A implies that
(00K (00K ,"B) """ (F~'A)) # Ok.

This shows that the last sum is 0 whenever F # A. U
We obtain
N _ . Z Ng (00, * B) 1)/ k) px(A) H N P — N, P
Ik = N, B N, A NPt — 1
B|D A|B-1D P|AB

and Theorem [4] follows by substituting this and (8.4) in (8.3).

9. PROOF OF THEOREM [3

In this section we will use not only Landau’s O-notation but also Vinogradov’s
symbol <. All implied constants depend solely on k. As we will encounter expres-
sions like loglog X we assume throughout the entire section that X > 3. Our main
task will be to prove the following proposition.

Proposition 9.1. Suppose p € Pi. Then, as X > 3 tends to infinity, we have
d/2 2d—1

pd-1/2

_2p
=

N(/pk*, X) Sk(l)X2d+O( + X%log X + X1 1ogp>.
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We choose the adelic Lipschitz system A (of dimension 1) on K := k(,/p),
defined by

Nu((20, 21)) := max{|zo|w, |\/ﬁ|w‘zl|w}

for any place w of K. Recall the definition of Cj\c/m and C’Ji\?f from 1| and 1}
and note that we can take

(9.1) ot =0 = b

The adelic Lipschitz system N on K leads to an adelic Lipschitz system N’ on k
as in Section [6} Note that for any Archimedean v from k and N,, from A" we have
Ny((20,21)) = max{|zo|v, /P|21]v}. Thus we can also take

(9.2) ot = /p.
Lemma 9.2. We have
N(y/pk*, X) = Ny(P}(K); X) — 2.

Proof. The map o — (1 : «) is a one-to-one correspondence between k* and
PL(k)\{(0: 1), (1 :0)} Moreover, H(,/pa) = Hxr((1 : ). Hence there is a one-to-
one correspondence between {a € k* : H(,/pa) < X} and {P € P*(k)\{(0:1),(1:
0)}: Hyv(P) < X}. As Hy((0:1)) = Hy((1:0)) =1 the claim follows. O

We can now basically follow the proof of Theorem [5| using our specific adelic
Lipschitz system. However, to get the good error terms regarding p an additional
idea is required. We will use the same notation as in Sections[fland[7] In particular,
recall the definition of the set Sg(t) introduced in . As in , we choose a
system R of integral representatives for Cly such that (C,pOy) = Ok for all C € R.

Lemma 9.3. We can choose S¢ := {*C,/p"C}.

Proof. As in (8.1)) we have iy (w) = woOx + /pw1O0k. So if Op(w) = C we get
VPHC Clin(w) CHC. As \/pOk is a prime ideal this proves the lemma. O

With this choice of the sets S¢ we directly verify that I' from (7.13)) can be
chosen to be

(9.3) I:=p %2
From now on C'is always in R, ® is always in S¢, and 2 will always be in 7.
Lemma 9.4. We can choose T such that |T| < 2.
Proof. Recall that we may choose T' = Ucer Upes, Tc,o. By definition we have
Teo ={B 10k : Ac(DB) # 0}
={B 40k : AG(EDB) # () for some € IOk}
C{B A0k : EDB € S¢ for some € IOk }.

Now using that S¢ = {*C,/p"C} and that ,/pO is a prime ideal we see that
Teo €{Ok,/POx} for any © € S¢. Thus |T| = |Ucer UnescToo| < 2. O

Lemma 9.5. Let o be as in (6.5). We have
ARAD,CFE) Co(CE) x o(CE).
Moreover, if ® = /p*C then we have
A(AD,CE) C o (CEp(CE,pO;)~") x o(CE).
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Proof. The first assertion is clear from the definition. For the second assertion we
could use the last equality in the proof of Lemma [8:3] but we prefer to give a direct
argument here. Note that ow € A(UAD) implies D | iy (w) = (woOk, /pw10k).
As ® = /p"C we conclude \/pOr | woOp, and thus pOy | weOy. Therefore
wo € CE N pOy. This proves the second assertion. O

Next we use a trick, simpler but reminiscent of those used in [Wid13| Section 6.

To this end we introduce a linear automorphism & of determinant 1 on (R" x (C“")2
by

(9.4) D(z0,21) := (p~ /29, p""21).
Lemma 9.6. Write A := AAD,CE). If © ="C then we have
M (PA) > p VAN, (CE)YY,
A1 (®A) > pt/ Ao (CE)Y4,
If ® = /p*C then we have
p AN (CE)E if pOy | B,
p/*u(CE)YY if pOy { E.

p /AN (CE)Y  if pOy | E,
pAN(CE)YE  if pOy 1 E.

a1 (BA) > {

Proof. By Lemma we have PA C Ay x Ag, where Ay := p1/4J(C’E) and Aq
is p~/*¢(CE) if ® = *C and p~ /%o (C’Ep(C’E,pOk)_l) if ® = /p*C. Recall
the fact (already used in Lemma that A\ (cA) > N AY? for any nonzero
ideal A of k. Using this and applying Lemma the result follows from an easy
computation. O

Lemma 9.7. There exist constants ¢y = ¢1(k) and M = M(k) depending solely
on k such that, with L = c1p~*/*t, we have ®Sp(t) C Bo(L) and the boundary
dBSp(t) € Lip(2d, M, L).

Proof. The adelic Lipschitz system A on K leads to an adelic Lipschitz system N’
on k as in Section [} The latter is used to define Sp(t).

Now notice that applying ® to Sg(t) gives the same as defining Sr(t) using the
standard adelic Lipschitz system defined by N, (zo, 21) = max{|2o|v, |21} for all v
and then homogeneously shrinking this set by the factor p—'/4. The claims then
follow immediately from Lemma , and applied to the standard adelic
Lipschitz system. O

Lemma 9.8. Let & = X¥/M(E), and let & 1= X201 /(pld=D/20, (E)2-1/9).
Then we have

Vol Sp(1)NxD X2
1/(2d)y| — £
IARID, CE) N Sp(XND /)| =— = A(AD,CE)

0 &+ & if pOr 1 E
+ /2 d—1/2 : :
pYeE +p & ifpOy | E
Moreover, there is a constant v = ~y(k) > 1 depending only on k, such that
IAAD,CE) N Sp(XNgDY D) = 0 whenever My E > (ypX)®.
Proof. First note that
IA(AD, CE) N Sp(XNgDY D) = |dA(AD, CE) N BSp(XNDY D)),
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Now we apply Lemma [£.2] with @ = d + 1 combined with Lemma [9.7] to conclude

Vol Sp(1)Mx DX 24
DA E)N®Sp(X /@)y — F
[PARLD, OF) N ®Sp (XD 0 = =307 om0 B)
—d/4axd /2 ,—(2d—1)/4 y2d—1 1—-1/(2d)
20 (max D NkD ’p Nr® _
A (®A)? AL(PA)ING 1 (PA)EL

Finally, we use Lemma [9.6| to estimate A\j(PA) and Ag11(PA), and the first claim
follows from a simple computation. The second claim follows from Lemma [7-4]

combined with (9.2]) and (9.3)). O

We are now in the position to prove Proposition In the introduction we
already computed the main term, see (1.6)). Proceeding exactly as in the proof of
Theorem [5|in the case (n,d) = (1,1), we obtain

Ny (P(k); X) = %S (1)x24
N ) - pd+ 1 k

Vol ®Sp(XNDY (D)
oI 22 2 T inoA@R,CE)
CeRDeSc AT EQ0Oy,
Ny E>(ypX)d

oL > > X até

CeRDeSc AT EdOy
Ny E<(ypX)4

+0 Z Z Z Z pd/251+pd—1/252

CERDESc AT EOy
N E< (ypX)?
pOk|E

For the first error term we apply Minkowski’s second theorem and Lemma to
get the upper bound
Vol S (XND/ D) L%

dt DARD,CE) M\ (DA) g, (DA’

where L < p~'/*XNDY (24 Summing the above over the finite sums can be
handled by Lemmata [9.3] and Now for the infinite sum over the ideals F, we
apply Lemma and a straightforward computation (using the dichotomy P | E,
P 1 E) yields the upper bound
Xd
< a7
For the second error term we note that

Xd
> G= > g < XMoa((wX)!) < Xlog X + X logp,

E<Oy E<Oy
Ny E<(ypX)? Ny E<(vpX)4
and
X2d—1 ) X2d—1
kel —241/d A
Z &2 < p(d-1)/2 Z NE < pla-1n/2°

EdO Eil(’)k
9N E<(ypX)d

A
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Then we apply Lemmata [0.3 and [9.4] to conclude

2d—1

SN Y €1+52<<XdlogX+Xdlogp+2%.

CERDESc AET ELOy
Ny E<(vpX)?

Similar straightforward calculations yield

Z pd/281 < d/2 logX

E<Oy
N E<(vpX)*
pOy|E

and
X2d—1
Z pd— 1/252 <

3d/2—1"

N E< (ypX)*
pOk|E

Thus, applying again Lemmata [0.3] and [0.4] we see that

2d—1

NS g i, < XdlogX—i-]%.

CeRDeSc AT E<Oy
Ny E<(vpX)?
pOy|E

Combining these estimates and Lemma [9.2] completes the proof of Proposition [9.1}
We can now sum N (,/pk*, X) over all p € Py. The next lemma tells us that we
can restrict the summation to p < X?2.

Lemma 9.9. For any o € k* and any p € Py, we have H(/pa) > \/p.
Proof. Let x € K and let 8 be the prime ideal /pOf. Then
H(z) > max{1, NP} 02 @O0x)/Cd) — max (1, pd} —ve@Ox)/(2d)

In particular, if vp(2Ok) < 0 we get H(x) > \/p. As H(x) = H(1/z) for any
nonzero x whatsoever, it suffices to show that the order of \/paOg at 9 is nonzero.
As pis inert in k the order of aOf at P is even. Hence the order of |/paOf at P
is odd. O

We can now prove Theorem [3] Clearly, we have

N(VPpk,X) =1+ > N(ypk*, X

pEP,

p<Xx?2
2pd/2 0 x2d-1 J 4
= ZP pd+15k<1)X +O }W+X 10gX+X 1ng
pox
2pd/2 od X2d-1 4
= Z pd+1Sk(1)X +0 Z pa-1/2 +0 Z X% log X
pEP PEP pEP
p<X?2 p<Xx?2 p<X2

By the prime number theorem we have

Z X%log X <« X2,

pEP
p<X2
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A straightforward calculation yields

2d—1 Xzt if d > 4,
Z e < X%loglog X ifd =3,
PEP X4 if d _ 2

p<X?2

To handle the first term let us start with the simpler case d > 3. Then we have

2pd/2 2pd/2 2pd/2
> 18 (x> =% 5 OHx*+o| >y 18 (1) X2
peEP pePy rePy,
p<Xx?2 p>X2
2p/? 2d 2d—1
= Se(1)X 0]0.¢
Z 11 k(1) +O( )

This finishes the proof of Theorem [3| for d > 3.
Let us now assume d = 2. It remains to show that

2
Z e i 1= loglog X + O(1).

pEP),
p<X?

Clearly, we have

2p 2
Z p2+1: Z E‘FO(l).

PEP pEP,
p<X?2 p<X?2

By an explicit version of Chebotarev’s density theorem (see, e.g., [LOTT]) we know
that for T > 3 (using Li(T') = T/logT + O(T/(log T)?))

S T o T
~ 2logT (logT)2 )~

pEP,
p<T

Applying partial summation we get

Z Z m+1 Togm +0(1) = loglog X + O(1).

pepk
p< X2

This completes the proof of Theorem [3] for d = 2.

APPENDIX

We will now apply Theorem [5[to deduce the formula (|1.8]). We start by proving
our claim that N’ is an adelic Lipschitz system whenever all the functions N, of
N are norms. To this end we shall use the following simple observations.

Let f1, fo, f : R — Rand F : [0,1]971 — R? be functions that satisfy a Lipschitz
condition with Lipschitz constant L¢,, L¢,, Ly and L respectively. Then we have:
L |f(F(t)) — f(F(t")| < LyLp|t —t/| for all t,t" € [0,1]771.

2. Suppose that f(F(t)) > ¢ > 0 for all t € [0,1]97" and let @ < 1. Then,
If(F(t)> — f(F({t)?] < |alc* *LyLp|t — t'| for all t,t' € [0,1]271. (We use
the convention that 0° = 1.)

3. Suppose that [f1(F(t ))l’lfz( )L IFE®)]IF()] < C for all £ € [0,1]77!
Then, for all t,t’ € [0, 1]‘1* ,

(a) [A(F®)f2(F(t) — L) f2(F{E))] < C(Ly, + Lyp,)Lrlt — t],

(b) [F(F())F(t) — f(F(t)F(t)] < CLp(Lg + 1)[t = t'].
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Here 1. is obvious, 2. follows from the mean value theorem and 1., and 3. (a)
and (b) are consequences of the identity fg — f'g' = (f — f)g+ f'(9g — ¢') and 1.
(note that the assumption |F'(t)| < C' is needed only for (b)).

Lemma A1l. Let N be an adelic Lipschitz system (of dimension n) on K and as-
sume that for every Archimedean place w of K the function N,, satisfies a Lipschitz
condition. Then N' = N"(N, k) is an adelic Lipschitz system (of dimension n) on
k.

Proof. The conditions (i), () and (iv) in Definition [5.1] are obviously satisfied. It
remains to prove (i4i). Given an Archimedean place v of k, let p : [0,1]%(+D=1
S%(n+D=1 he the (normalized) standard parameterization via polar coordinates of
the (d,(n + 1) — 1)-dimensional unit sphere in k7”1, Then p is Lipschitz. The sub-
set of k"+! where N, (z) = 1 is parameterized by the function 4 : [0, 1]%(+)=1
kr+l defined by 1 (t) := 1/N,(p(t)) - p(t). Let us show that 1) satisfies a Lipschitz
condition.

For any Archimedean place w of K extending v, the function N,, is continuous
and nonzero on the compact set S*™+D=1"whence 1 < Nyu(p(t)) <a 1 on
[0,1]%(+D=1 " Thus, Nw(p(t))_m is bounded, and by 2. satisfies a Lipschitz
condition. Hence, by 3. (a) also N,(p(t))~! is Lipschitz. By 3. (b), we conclude

that v satisfies a Lipschitz condition. O
Note that any norm || - || on R? satisfies a Lipschitz condition. This follows from
the reverse triangle inequality ||z|| — [lyl|| < |lz — y|| and the equivalence of all

norms on RY?. Thus, if all the functions N, are norms then Lemma applies
and so N/ = N'(N, k) is an adelic Lipschitz system (of dimension n) on k. More
generally, let B, := {z € K"*! : N,(z) < 1} be the compact star-shaped body
corresponding to N,,. Let ker(B,,) be the convex kernel of B,,, that is the set of all
z € B,, such that for all 2’ € B,, the line segment [z, z’] is contained in B,,. Then
0 € ker(B,) and B, is convex if and only if ker(B,,) = B,. Moreover, [BeeT5,
Lemma 1] tells us that N,, is Lipschitz whenever 0 is in the interior of ker(B,,).
Let us now show how the formula follows from Theorem We use the
adelic Lipschitz system N (of dimension 2) on K := Q(v/2,+/3,/5) defined by

\/§Z1 + \/522 o)
\/g w J

for any place w of K. Hence all the N,, are norms so that, thanks to Lemma [AT]

we can apply Theorem With the notation from Section @ we have Np(X) =

Np(P3(Q), X) + O(X?), as already mentioned in the introduction. Here the error

term accounts for the projective points of the form (0 : w; : we). With Theorem

the only remaining task is to calculate g@f .

Ny (20, 21, 22) + = max{|20|w, |21 |w, |22]w; |

Lemma A2. We have
1
N _ - 1/4 -1/2
= 1+2-5 4.5 .
90 31C(3)( + + )

Proof. For some tedious computations in K, we use the computer algebra system
Sagﬂ We use the same notation as in Section @ Clearly, we can choose R = {Z}.
For any w = (wp, w1, ws) € Q3, we have

V2w1 + V3wy o

inv(w) =woOx + w10 + wa Ok + 7 K-

1http ://www.sagemath.org
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If Og(w) = Z then wyOx + w10k + w20k = Ok, s0 ix(w) 2 Ok. On the other
hand, we clearly have ix(w) C (v/5)"'Og. Thus, we can choose

Sz = {(V5)'®:D | V50k}.

Moreover, if w € Az((v/5)71D2l), for some nonzero ideal 2 of O, then iy (w) =
(v/5)71®1, for some nonzero ideal ®; | v/5Ok. In particular, DA | ;. This shows
that TZ,( VB)-1D is contained in the finite set

T:={A:2A| \/EOK}.
With , we obtain

(9.5) 9 = Z Ni ((V5)71D)*/* Z i (A)E(AD),
D50k A|VE0K
where
(8) ;:i uln) .
= det A((V5)=19B,n7Z)

Let us evaluate this sum for any ideal 8 of Ok dividing 5Ok . Elementary manip-
ulations show that A((v/5)™'98,nZ) is the sublattice of Z* consisting of all
(9.6) w = (wp,w1,w2) € (RZN (\/5)_1%)3 such that v2w; + V3w € B.
We have 50 = P?P3, where
P1 = (5,V15 = VI0+ V6 + 1), Po := (5,V15 — V10 + V6 — 1)

are distinct prime ideals of O with inertia degrees equal to 2.
For B = Ok, the first condition in amounts to w € (nZ)3. Then the second
condition is always satisfied, and det A((v/5) 'O, nZ) = n3. Therefore,

o~ an) 1
9.7 SO =S A L
(9.7) (Ok) 2 )

If B = Py, then the first condition in is equivalent to w € (nZ)3. For
the second condition, we find that —(v/3)7'v/2 = 3 mod B1, so this condition
is equivalent to wy = 3w; + a, for an a € Py N nZ = lem(5,n)Z. Therefore,
A((v/5)71B1,nZ) has the basis

{(n,0,0), (0,n,3n),(0,0,lcm(5,n))}
of determinant n?lem(5,n). A similar computation shows that —(v/3)7'v/2 = 2
mod PBo, so

{(n,0,0),(0,n,2n),(0,0,lem(5,n))}
is a basis of A((v/5)™1Ps,nZ) of the same determinant. Thus,

R 10 B W
(9.8) E(Pi) = nz::l n2lem(5,n)  ((3)5% —1°

For B = PP = VbOk, the first condition in is again equivalent to
w € (nZ)3. The second condition is equivalent to wy = —(v/3)7'v/2w; mod P1Po.
By the Chinese remainder theorem and what we have seen before, this is equivalent
to

ws =2w; modb and wo =3w; mod 5,
so w; = wy = 0 mod 5. Thus, A((V5)"YB1Pe,nZ) = nZ x (lem(5,n)Z)? has
determinant nlem(5,n)%. We obtain

o0

_ p(n) 1 5-1
(9:9) E(P1R2) = Zl nlem(5,n)2 ~ ((3)5% —1°
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In the other cases, that is B2 | B or B2 | B, we have ?((v/5)"!B) = 5Z, so the
first condition in is equivalent to w € (Iem(5,7n)Z)3. In this case, the second
condition is always satisfied, so we obtain det A((v/5)~'B,nZ) = lem(5,n)% and

(9.10) S(B) = % =0.

A simple computation shows that

MNic((VB) O )® =572 e (VB) 1) =573/ M (Ok)*/® = 1.,

To prove the lemma, just substitute this and (9.7) — (9.10) in (9.5). O
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